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A B S T R A C T

In volume-filtered Euler-Lagrange simulations of particle-laden flows, the fluid forces acting on a particle are estimated using reduced models, 
which rely on the knowledge of the local undisturbed flow for that particle. Since the two-way coupling between the particle and the fluid creates a 
local flow perturbation, the filtered fluid velocity interpolated to the particle location must be corrected prior to estimating the fluid forces, so as to 
subtract the contribution of this perturbation and recover the local undisturbed flow with good accuracy. In this manuscript, we present a new model 
for estimating a particle’s self-induced flow disturbance that accounts for its transient development and for inertial effects related to finite particle 
Reynolds numbers. The model also does not require the direction of the momentum feedback to align with the direction of the particle’s relative 
velocity, allowing force contributions other than the steady drag force to be considered. It is based upon the linearization of the volume-filtered 
equations governing the particle’s self-induced flow disturbance, such that their solution can be expressed as a linear combination of regularized 
transient Stokeslet contributions. Tested on a range of numerical cases, the model is shown to consistently estimate the particle’s self-induced flow 
disturbance with high accuracy both in steady and highly transient flow environments, as well as for finite particle Reynolds numbers.

1. Introduction

Simulating particle-laden flows of practical interest often calls for the volume-filtering of the equations governing the fluid flow, 
so as to minimize the number of numerical degrees of freedom needed to reach an adequate level of accuracy. Such filtering was 
formalized several decades ago [1,2], and is commonly referred to as volume-filtered Euler-Lagrange (VF-EL) or simply Euler-Lagrange 
(EL) modeling, when individual particles are kept track of [3–6]. In VF-EL simulations, the sub-filter scales of the flow, which typically 
include the details of the flow around individual particles, are not resolved and require modeling. Among the terms requiring closure 
is the momentum exchange between the Lagrangian particles and the Eulerian fluid. A two-way coupling indeed exists between the 
particles and the fluid, in which the fluid exerts a force and torque on the particles and the particles exert the opposite force and 
torque on the fluid [7]. Since the details of the flow around individual particles are not known in VF-EL simulations, fluid forces and 
torques must be estimated from the knowledge of the filtered flow using reduced models.

In the limit of vanishing Reynolds number and infinitely large flow domain, the motion of a particle immersed in a non-uniform 
flow is governed by the integro-differential Maxey-Riley-Gatignol (MRG) equation [8,9]. The MRG equation is classically extended 
to finite Reynolds number regimes through the introduction of empirical correction factors [10–12] and lift force contributions [13]. 
In the MRG or extended-MRG equation, all force contributions are expressed in terms of the undisturbed flow, which is the conceptual 
modification of the particle-laden flow in which the particle under consideration is removed and replaced by fluid. The filtered flow, 
solution to the volume-filtered governing equations, is evidently unlike the undisturbed flow since the momentum fed back to the 
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fluid by the particle creates a local self-induced flow perturbation that is not present in the undisturbed flow. The magnitude of this self-
induced velocity disturbance has been known to increase with the ratio 𝑑𝑛∕ max(𝓁, 𝓁Δ𝑥), where 𝑑𝑛 is the particle diameter, 𝓁 is the 
length-scale of the filtering kernel, if one is explicitly used, and 𝓁Δ𝑥 is the filtering length-scale related to the discretization [14–16]. 
In traditional VF-EL approaches, such as the Particle-Source-In-Cell (PSI-CELL) method of Crowe et al. [17], 𝓁 = 𝓁Δ𝑥 since the 
computational mesh acts as the filter. Only recently has the research community started to consider filter length-scales that are larger 
than that of the computational mesh, 𝓁 > 𝓁Δ𝑥, in an effort to mitigate mesh dependency [4,5,18,19]. It also ought to be noted that 
there exist closure models for momentum transfer, derived for cases with large volume loadings, which do not require direct access 
to the undisturbed flow velocity [e.g., 20].

Over the past years, the amount of scientific literature on the recovery of the undisturbed flow velocity from the knowledge of 
the filtered flow has significantly increased. The models that have been proposed commonly provide means to estimate the velocity 
disturbance induced by a particle as

𝐮′ = Model
(
𝐮̄,Re𝓁 ,𝓁,𝓁Δ𝑥

)
, (1)

where 𝐮̄ is the filtered velocity solution to the volume-filtered governing equations and Re𝓁 corresponds to some definition of the 
Reynolds number, such that the undisturbed velocity associated with the particle can be recovered as

𝐮̃ = 𝐮̄− 𝐮′ . (2)

Early attempts at such modeling are based on the steady Stokes flow solution of the particle’s self-induced flow disturbance [21–23]. 
More recently, Gualtieri et al. [24] propose a model based on the solution of the unsteady Stokes equations with a time regulariza-
tion treating singularities. Their approach is extended to wall-bounded flows in [25]. Horwitz and Mani [26,27] propose a model 
approximating the particle’s self-induced velocity disturbance as a truncated power series expansion, whose coefficients are empiri-
cally fitted to data. Ireland and Desjardins [28] explicitly filter the analytical solution of the Stokes flow around a sphere to provide 
an approximation of the particle’s self-induced flow disturbance. Esmaily and Horwitz [29] propose a model in which a computa-
tional cell is treated as a solid object dragged at a velocity identical to that of the disturbance created by the particle. Their model 
is extended to wall bounded flows in [30]. Deriving an analytical closed-form expression for the central component of the regular-
ized Oseenlet operator that is aligned with undisturbed flow, considering a Gaussian filtering kernel, Balachandar et al. [6] propose 
a model that accurately predicts the particle’s self-induced flow disturbance at finite Reynolds numbers. This work is extended to 
nonlinear regularizations by Poustis et al. [18], and to a compact polynomial filtering kernel [31] by Evrard et al. [32], based on 
the regularized Stokeslet operator introduced by Cortez [33]. The work of [6] is also generalized to a vector correction procedure 
in [34], enabling cases for which the direction of the momentum feedback need not be aligned with the relative velocity of the 
particle. Pakseresht and Apte [35] propose to solve an auxiliary set of governing equations that extracts all particle-induced velocity 
perturbations at once. Horwitz et al. [36] develop a discrete Green’s operator for the Stokes equations to provide an estimator of the 
particle’s self-induced flow disturbance that naturally handles boundary conditions. Apte [37] proposes an unsteady zonal advection-
diffusion-reaction (ADR) model for recovering a particle’s self-induced flow disturbance, which approximates the pressure gradient 
term as an additional viscous term. This model is tested in [38] for cases of homogeneous isotropic turbulence. Finally, a correction 
for finite volume-fraction effects on the particle’s self-induced velocity disturbance is proposed by Kim and Balachandar [39].

Models based on steady solutions to the Stokes, Oseen, or Navier-Stokes equations [e.g., 22,27,28,32,36] can fail to meaningfully 
predict a particle’s self-induced flow disturbance when the time-scale associated with the particle motion is similar to, or smaller 
than the time-scale at which the flow disturbance develops. Among the models listed in the previous paragraph, few consider the 
transient evolution of the particle’s self-induced flow disturbance [6,24,25,29,30,34,35]. Even fewer combine this feature with the 
ability to consider particles moving at finite Reynolds numbers [6,29,30], while all relying on some form of empirical fitting. To the 
authors’ knowledge, no model yet presents the ability to concurrently consider transient effects, particles moving at finite Reynolds 
numbers, and an arbitrary orientation of the momentum feedback with respect to the relative velocity of the particle aside from the 
model of Balachandar and Liu [34], which uses an approximate treatment of unsteadiness. This manuscript presents an attempt at 
doing so which relies on the linearization of the equations governing the particle’s self-induced flow disturbance so as to express its 
velocity as a temporal and spatial convolution integral involving known analytical operators. The temporal convolution integral is 
approximated with what is essentially a “left-hand” integration rule, while the spatial convolution integral is estimated using pre-
computed maps of the (spatially and temporally) regularized transient Stokeslet operators. The resulting model is free of heuristics 
and empirical coefficients, but requires seeding and keeping track of fluid tracers along the trajectory of a particle, which presents a 
non-negligeable computational cost. The amount of tracers needing to be tracked for the model to remain accurate, however, can be 
kept to a minimum owing to the temporal and spatial decay of the transient Stokeslet operators.

The remainder of this manuscript is organized as follows: Section 2 introduces the volume-filtering of the incompressible Navier-
Stokes equations in the context of particle-laden flow and the terms requiring closure; Section 3 describes the proposed model for the 
estimation of a particle’s self-induced flow disturbance, used to recover the undisturbed velocity associated with that particle; Sec-
tion 4 discusses special cases for which the proposed model recovers well-known analytical solutions; Section 5 details the numerical 
implementation of the model and studies its spatial and temporal convergence; Section 6 presents results of VF-EL simulations that 
employ the proposed model, and verifies its accuracy across a wide range of flow and numerical parameters. It also discusses how to 
2

balance computational cost with the accuracy of the model. Finally, conclusions are drawn in Section 7.
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Fig. 1. The flow domain Ω is the union of the domain occupied by the fluid, Ωf(𝑡), and that occupied by the particles, ∪𝑛Ω𝑛(𝑡).

2. Problem position

This section introduces the governing equations of the VF-EL framework. After listing the terms requiring closure, we identify the 
problem addressed by the model proposed in Section 3. 

2.1. Volume-filtered Euler-Lagrange modeling

Consider a flow domain Ω within which 𝑁 freely moving rigid particles, occupying the volumes Ω𝑛(𝑡), 𝑛 ∈ {1, … , 𝑁}, are sur-
rounded by an incompressible fluid with constant density and viscosity occupying Ωf(𝑡) = Ω ⧵

(
∪𝑛Ω𝑛(𝑡)

)
, as illustrated in Fig. 1. 

Volume-averaged or volume-filtered approaches are widely used to study the behavior of such particle-laden flows at the meso- or 
macro-scale, often referred to as volume-filtered Euler-Lagrange (VF-EL) methods [5,6]. They rely on the spatial convolution1 of 
the equations governing the particle-laden fluid flow with a normalized radial kernel K ∶ ℝ+ → ℝ+. In order for this kernel to be 
normalized, its integral over the three-dimensional real space must satisfy

∫
ℝ3

K (‖𝐱‖) d𝐱 = 1 . (3)

The kernel length-scale, 𝓁, is defined as in [1] as the radius of the ball2 𝔹𝓁 for which

∫
𝔹𝓁

K (‖𝐱‖) d𝐱 = 4𝜋

𝓁

∫
0

𝑟2K (𝑟) d𝑟 = 1
2

. (4)

Examples of kernels that can be employed for VF-EL simulations are provided in Fig. 2. The resulting volume-filtered governing 
equations, which are now defined on the entire domain Ω instead of being limited to the fluid domain Ωf (𝑡), read as [1,5,6]

𝜕𝜀

𝜕𝑡
+∇ ⋅ 𝐮̄𝜀 = 0 , (5)

𝜌

(
𝜕𝐮̄𝜀

𝜕𝑡
+∇ ⋅

(
𝐮̄𝜀 ⊗ 𝐮̄𝜀

))
= −∇𝑝̄𝜀 + 𝜇∇2𝐮̄𝜀 + 𝐟 −𝓤Re +𝓤𝜇 . (6)

In these volume-filtered equations:

• 𝜀 is the fluid volume fraction, defined as

𝜀 = K ⊛ 𝜁f , (7)

1 The spatial convolution of two scalar functions 𝜑 and 𝜓 in ℝ3 is given as [𝜑⊛𝜓 ] (𝐱, 𝑡) = ∫ℝ3 𝜑(𝐲, 𝑡) 𝜓(𝐱 − 𝐲, 𝑡) d𝐲.
3

2 The ball of radius 𝓁, in ℝ3 , is the volume bounded by the sphere of radius 𝓁.
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Fig. 2. Examples of three convolution kernels that can be used for VF-EL simulations: the top-hat kernel ℋ, defined in Eq. (A.1), the polynomial Wendland kernel 
𝒲 [31], defined in Eq. (A.11), and the Gaussian kernel 𝒢, defined in Eq. (A.6). The kernels ℋ and 𝒲 are compactly supported on [0, 𝛿], whereas 𝒢 is supported on 
ℝ+ . Each kernel is normalized, i.e. satisfies Eq. (3). The length-scale 𝓁 associated with each kernel, as defined by Eq. (4), is indicated on the horizontal axes.

with 𝜁f the fluid indicator function [1,2,40],

𝜁f (𝐱, 𝑡) =
{

1 𝐱 ∈Ωf(𝑡)
0 𝐱 ∉Ωf(𝑡)

. (8)

The fluid volume fraction can equivalently be written as

𝜀 = 1 −
𝑁∑
𝑛=1

𝜀𝑛 , (9)

where 𝜀𝑛 is the volume fraction contribution of the 𝑛th particle given as

𝜀𝑛 = K ⊛ 𝜁𝑛 , (10)

with 𝜁𝑛 the indicator function associated with the 𝑛th particle,

𝜁𝑛(𝐱, 𝑡) =
{

1 𝐱 ∈Ω𝑛(𝑡)
0 𝐱 ∉Ω𝑛(𝑡)

. (11)

The fluid volume fraction, 𝜀, is defined over the entire domain Ω. By construction with Eq. (7) or Eq. (9), it satisfies 0 ≤ 𝜀 ≤ 1. 
If the radius of the kernel’s support is larger than the radius of the particles, one can even write the strict inequality 0 < 𝜀 ≤ 1; a 
necessary condition for the volume-filtered governing equations not to become ill-posed. The convolution integral in Eq. (10) can 
be derived into a closed form expression for some specific kernels. Balachandar and Liu [34] have for instance shown that when 
K is the Gaussian kernel 𝒢 of standard deviation 𝜎 (defined in Eq. (A.6)), the volume fraction contribution of the 𝑛th particle is 
exactly given as

𝜀𝑛(𝐱, 𝑡) =
[
𝒢 ⊛ 𝜁𝑛

]
(𝐱, 𝑡) (12)

= 2𝜋𝜎4

𝜒𝑛(𝐱, 𝑡)
(
𝒢
(
𝜒𝑛(𝐱, 𝑡) + 𝑟𝑛

)
−𝒢

(
𝜒𝑛(𝐱, 𝑡) − 𝑟𝑛

))
+ 1

2

(
erf

((
𝜒𝑛(𝐱, 𝑡) + 𝑟𝑛

)
∕
√
2𝜎

)
− erf

((
𝜒𝑛(𝐱, 𝑡) − 𝑟𝑛

)
∕
√
2𝜎

))
(13)

with 𝑟𝑛 the radius of the 𝑛th particle, and 𝜒𝑛(𝐱, 𝑡) = ‖𝐱 −𝐗𝑛(𝑡)‖ the distance to its center. In practice, 𝜀𝑛 is often approximated as

𝜀𝑛(𝐱, 𝑡) ≃ K
(
𝜒𝑛(𝐱, 𝑡)

)
𝑉𝑛 , (14)

with 𝑉𝑛 the volume of the 𝑛th particle, under the assumption that the length-scale of the filter, 𝓁, is large compared to the particle 
radius 𝑟𝑛. With this approximation, 𝜀 is not bounded by construction anymore, and one must make sure that 𝓁 is large enough 
as to guarantee that 0 < 𝜀 ≤ 1 [19].

• 𝐮̄𝜀 and 𝑝̄𝜀 are the 𝜀-weighted filtered velocity and pressure, defined as

𝐮̄𝜀 = K ⊛ 𝜁𝐮 = 𝜀𝐮̄ , (15)

𝑝̄𝜀 = K ⊛ 𝜁𝑝 = 𝜀𝑝̄ , (16)

with {
𝐮(𝐱, 𝑡) 𝐱 ∈Ωf(𝑡)
4

𝜁𝐮(𝐱, 𝑡) = 0 𝐱 ∉Ωf(𝑡)
, (17)
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Fig. 3. The velocity field solution to the volume-filtered governing equations (5) and (6) (the disturbed flow velocity) is equal to the sum of the undisturbed flow velocity 
for a given particle and of the velocity disturbance induced by that particle. The undisturbed flow velocity is needed to accurately approximate the fluid force acting 
on the particle using the MRG equation.

𝜁𝑝(𝐱, 𝑡) =
{

𝑝(𝐱, 𝑡) 𝐱 ∈Ωf(𝑡)
0 𝐱 ∉Ωf(𝑡)

. (18)

Note that these quantities, as well as the filtered velocity and pressure, 𝐮̄ and 𝑝̄, are defined over the entire domain Ω.
• 𝐟 represents the transfer of momentum between particles and fluid given as

𝐟(𝐱, 𝑡) = −
𝑁∑
𝑛=1

∫
𝜕Ω𝑛(𝑡)

K (‖𝐱 − 𝐲‖) (−𝑝(𝐲, 𝑡)𝐧+ 𝝉(𝐲, 𝑡) ⋅ 𝐧) d𝐲 , (19)

where 𝝉 is the fluid viscous stress tensor. The momentum transfer term is often approximated as

𝐟(𝐱, 𝑡) ≃ −
𝑁∑
𝑛=1

K
(‖‖𝐱 −𝐗𝑛(𝑡)‖‖)𝐅𝑛(𝑡) , (20)

where 𝐅𝑛 is the force exerted by the fluid on the 𝑛th particle, although this approximation is only strictly valid for 𝓁 ≫ 𝑟𝑛 [41].
• 𝓤Re is an unclosed term akin to the divergence of Reynolds stresses, given by

𝓤Re = ∇ ⋅
(
𝜀𝐮⊗ 𝐮− 𝐮̄𝜀 ⊗ 𝐮̄𝜀

)
. (21)

• 𝓤𝜇 is an unclosed term resulting from the filtering of the viscous stresses, given by

𝓤𝜇 = 𝜇

(
𝜀∇2𝐮−∇2𝐮̄𝜀

)
. (22)

The motion of the particles is governed by Newton’s second law and therefore its solution requires knowledge of the forces acting 
on each particle. In the VF-EL framework, the force exerted by the fluid on the 𝑛th particle, 𝐅𝑛(𝑡), cannot be estimated by integrating 
the fluid stresses on the surface of the particle, since the quantities that are solved for and known are the volume-filtered pressure and 
velocity, 𝑝̄ and 𝐮̄, in lieu of the actual pressure and velocity of the flow around the particle, 𝑝 and 𝐮. Reduced models must therefore 
be used to estimate the fluid force acting on a particle, as given for instance by the Maxey-Riley-Gatignol (MRG) equation [8,9],

𝐅𝑛(𝑡) = 𝐅𝑛,drag

(
𝐮̃𝑛,𝜕Ω𝑛

(𝑡),𝐔𝑛(𝑡)
)

+ 𝐅𝑛,undist.

(
𝐮̃𝑛,Ω𝑛

(𝑡)
)

+ 𝐅𝑛,virt.

(
𝐮̃𝑛,Ω𝑛

(𝑡),𝐔𝑛(𝑡)
)

+ 𝐅𝑛,hist.

(
𝐮̃𝑛,𝜕Ω𝑛

(𝑡),𝐔𝑛(𝑡)
)

.

(23)

In this equation, 𝐅𝑛,drag is the steady viscous drag force contribution, 𝐅𝑛,undist. is the force contribution of the undisturbed flow 
stresses, 𝐅𝑛,virt. is the unsteady virtual mass force contribution, and 𝐅𝑛,hist. is the unsteady viscous history force contribution. The 
variable 𝐮̃𝑛 corresponds to the undisturbed fluid flow velocity for the 𝑛th particle, which is the fluid velocity as though the 𝑛th particle 
under consideration had been taken out of the flow domain (see Fig. 3).

The subscripts 𝜕Ω𝑛 and Ω𝑛 in the MRG Eq. (23) indicate that the undisturbed velocity has been averaged over the particle’s surface 
5

and volume, respectively, i.e.,
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𝐮̃𝑛,𝜕Ω𝑛
(𝑡) = 1

𝑆𝑛
∫

𝜕Ω𝑛(𝑡)

𝐮̃𝑛(𝐱, 𝑡) d𝐱 , (24)

𝐮̃𝑛,Ω𝑛
(𝑡) = 1

𝑉𝑛
∫

Ω𝑛(𝑡)

𝐮̃𝑛(𝐱, 𝑡) d𝐱 , (25)

where 𝑆𝑛 and 𝑉𝑛 are the surface area and volume of the 𝑛th particle. Assuming spherical particles and from the Taylor series expansion 
of the undisturbed velocity field inside Ω𝑛, these averaged quantities can be approximated as [42]

𝐮̃𝑛,𝜕Ω𝑛
(𝑡) ≃ 𝐮̃𝑛(𝐗𝑛(𝑡), 𝑡) +

𝑟2
𝑛

6
∇2𝐮̃𝑛(𝐗𝑛(𝑡), 𝑡) , (26)

𝐮̃𝑛,Ω𝑛
(𝑡) ≃ 𝐮̃𝑛(𝐗𝑛(𝑡), 𝑡) +

𝑟2
𝑛

10
∇2𝐮̃𝑛(𝐗𝑛(𝑡), 𝑡) . (27)

2.2. Objectives of this manuscript

In order to make rigorous and optimal use of the volume-filtered Euler-Lagrange method, one must:

1. Close the terms 𝓤Re and 𝓤𝜇 ;
2. Close the momentum transfer term 𝐟 , which requires to estimate the undisturbed fluid velocity 𝐮̃ and its Laplacian ∇2𝐮̃ at the 

location of each particle from the knowledge of the filtered flow variables.

In this manuscript, we shall focus on addressing the second of these two tasks, particularly focusing on recovering an accurate 
undisturbed velocity from the filtered flow. To that end, we propose a new model for estimating the velocity disturbance induced by 
the 𝑛th particle, 𝐮′

𝑛
, such that its undisturbed velocity can be recovered as 𝐮̃𝑛 = 𝐮̄− 𝐮′

𝑛
. For insights on how to close the term 𝓤Re, 

an analytical closure for the term 𝓤𝜇 , as well as a discussion on the regularization of the momentum exchange term 𝐟 , we refer the 
reader to the recent work of Hausmann et al. [41].

3. Model description

In this section, a model for recovering the undisturbed flow velocity and its Laplacian at the location of each particle is derived 
in the context of volume-filtered Euler-Lagrange modeling. This model relies on the linearization of the equations governing a par-
ticle’s self-induced flow disturbance, which are solved using Green’s functions for the resulting linear operators and discretizing the 
corresponding convolution integrals.

3.1. Linearized governing equations of the particle’s self-induced flow disturbance

Let us consider the 𝑛th particle of our ensemble of 𝑁 particles, and rewrite the volume-filtered governing equations of the flow 
in the frame of reference of this particle. The position vector, in this frame of reference, is expressed as

𝐲 = 𝐱 −𝐗𝑛(𝑡) , (28)

i.e., relative to the center of the 𝑛th particle. Moreover, we neglect the unclosed terms 𝓤Re and 𝓤𝜇 . The resulting volume-filtered 
governing equations read as

𝜕𝜀

𝜕𝑡
+∇ ⋅ 𝐯̄𝜀 = 0 , (29)

𝜌

(
𝜕𝐯̄𝜀
𝜕𝑡

+∇ ⋅
(
𝐯̄𝜀 ⊗ 𝐯̄𝜀

))
= −

d𝐔𝑛

d𝑡
−∇𝑝̄𝜀 + 𝜇∇2𝐯̄𝜀 −

𝑁∑
𝑚=1

K

(‖‖‖𝐲 − (
𝐗𝑚 −𝐗𝑛

)‖‖‖)𝐅𝑚 , (30)

where 𝐯̄𝜀 is the 𝜀-weighted filtered fluid velocity relative to that of the 𝑛th particle,

𝐯̄𝜀(𝐲, 𝑡) = 𝐮̄𝜀(𝐱, 𝑡) −𝐔𝑛(𝑡) . (31)

The undisturbed flow for the 𝑛th particle is the conceptual flow in which the 𝑛th particle has been removed from the flow domain. 
The volume-filtered equations governing this undisturbed flow thus are

𝜕
(
𝜀+ 𝜀𝑛

)
𝜕𝑡

+∇ ⋅ 𝐯̃𝑛,𝜀 = 0 , (32)

𝜌

(
𝜕𝐯̃𝑛,𝜀 +∇ ⋅

(
𝐯̃𝑛,𝜀 ⊗ 𝐯̃𝑛,𝜀

))
= −

d𝐔𝑛 −∇𝑝̃𝑛,𝜀 + 𝜇∇2𝐯̃𝑛,𝜀 + K (‖𝐲‖)𝐅𝑛 −
𝑁∑

K

(‖‖𝐲 − (
𝐗𝑚 −𝐗𝑛

)‖‖)𝐅𝑚 , (33)
6

𝜕𝑡 d𝑡
𝑚=1

‖ ‖
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where 𝜀𝑛 =𝒢 ⊛ 𝜁𝑛 is the volume fraction contribution of the 𝑛th particle, introduced in Eq. (10) and satisfying 0 ≤ 𝜀𝑛 ≤ 1 − 𝜀. The 
quantity 𝐯̃𝑛,𝜀 =

(
𝜀+ 𝜀𝑛

)
𝐯̃𝑛 is the 𝜀-weighted filtered undisturbed velocity, whereas 𝐯̃𝑛 is the filtered undisturbed velocity for the 𝑛th

particle. Note that in the case of an isolated particle situated far away from other particles, 𝜀 + 𝜀𝑛 ≃ 1 and therefore 𝐯̃𝑛 ≃ 𝐯̃𝑛,𝜀 locally. 
We now define the 𝜀-weighted filtered velocity disturbance induced by the 𝑛th particle as

𝐯′
𝑛,𝜀

= 𝐯̄𝜀 − 𝐯̃𝑛,𝜀 . (34)

Note that since 𝐯̄𝜀 and 𝐯̃𝑛,𝜀 are both expressed relatively to the velocity of the 𝑛th particle, then

𝐯′
𝑛,𝜀
(𝐲, 𝑡) = 𝐯̄𝜀(𝐲, 𝑡) − 𝐯̃𝑛,𝜀(𝐲, 𝑡)

= 𝐯̄𝜀(𝐲, 𝑡) +𝐔𝑛(𝑡) −
(
𝐯̃𝑛,𝜀(𝐲, 𝑡) +𝐔𝑛(𝑡)

)
= 𝐮̄𝜀(𝐱, 𝑡) − 𝐮̃𝑛,𝜀(𝐱, 𝑡)

= 𝐮′
𝑛,𝜀
(𝐱, 𝑡) . (35)

Subtracting the volume-filtered governing equations of the undisturbed flow, Eqs. (32) and (33), from those of the disturbed flow, 
Eqs. (29) and (30), we obtain governing equations for the 𝜀-weighted velocity and pressure disturbances, as derived in previous 
work [6,37],

−
𝜕𝜀𝑛

𝜕𝑡
+∇ ⋅ 𝐯′

𝑛,𝜀
= 0 , (36)

𝜌

(
𝜕𝐯′

𝑛,𝜀

𝜕𝑡
+∇ ⋅

(
𝐯̃𝑛,𝜀 ⊗ 𝐯′

𝑛,𝜀
+ 𝐯′

𝑛,𝜀
⊗ 𝐯̄𝜀

))
= −∇𝑝′

𝑛,𝜀
+ 𝜇∇2𝐯′

𝑛,𝜀
− K (‖𝐲‖)𝐅𝑛 . (37)

Since we are in the frame of reference of the 𝑛th particle, 𝜕𝜀𝑛∕𝜕𝑡 ≡ 0, so the equations simplify to

∇ ⋅ 𝐯′
𝑛,𝜀

= 0 , (38)

𝜌

(
𝜕𝐯′

𝑛,𝜀

𝜕𝑡
+ 𝐯̃𝑛,𝜀 ⋅∇𝐯′𝑛,𝜀 + 𝐯′

𝑛,𝜀

(
∇ ⋅ 𝐯̃𝑛,𝜀

)
+ 𝐯′

𝑛,𝜀
⋅∇𝐯̄𝜀

)
= −∇𝑝′

𝑛,𝜀
+ 𝜇∇2𝐯′

𝑛,𝜀
− K (‖𝐲‖)𝐅𝑛 . (39)

We further simplify these equations by neglecting the last two advection terms3 on the left-hand side of Eq. (39). The resulting 
approximate governing equations of the particle-induced flow disturbance, in the frame of reference of the 𝑛th particle, are linear and 
read as

∇ ⋅ 𝐯′
𝑛,𝜀

= 0 , (40)

𝜌

(
𝜕𝐯′

𝑛,𝜀

𝜕𝑡
+ 𝐯̃𝑛,𝜀 ⋅∇𝐯′𝑛,𝜀

)
= −∇𝑝′

𝑛,𝜀
+ 𝜇∇2𝐯′

𝑛,𝜀
− K (‖𝐲‖)𝐅𝑛 . (41)

Finally, in order to derive an approximate analytical solution to this system of equations, we assume that 𝐯̃𝑛,𝜀 varies little over 
the length-scales associated with the particle-induced flow disturbance. We can then consider that 𝐯̃𝑛,𝜀(𝐲, 𝑡) ≃ 𝐕̃𝑛,𝜀(𝑡) in the relative 
vicinity of 𝐲 = 𝟎. In any new coordinate system centered around 𝐘̃𝑛(𝑡), solution to

d𝐘̃𝑛(𝑡)
d𝑡

= 𝐕̃𝑛,𝜀(𝑡) , (42)

and subject to some initial conditions (that we do not yet specify), the position vector reads as

𝐳 = 𝐲 − 𝐘̃𝑛(𝑡) , (43)

and we can rewrite the volume-filtered governing equations of the undisturbed flow as

∇ ⋅𝐰′
𝑛,𝜀

= 0 , (44)

𝜌
𝜕𝐰′

𝑛,𝜀

𝜕𝑡
= −

d𝐕̃𝑛,𝜀

d𝑡
−∇𝑝′

𝑛,𝜀
+ 𝜇∇2𝐰′

𝑛,𝜀
− K(‖𝐳 + 𝐘̃𝑛‖)𝐅𝑛 , (45)

with 𝐰′
𝑛,𝜀
(𝐳, 𝑡) = 𝐯′

𝑛,𝜀
(𝐲, 𝑡) = 𝐮′

𝑛,𝜀
(𝐱, 𝑡). Although this term may become important for cases with small particle inertia and/or strong 

particle acceleration, we further choose to neglect the acceleration of this coordinate system, effectively approximating 𝐰′
𝑛,𝜀

as the 
solution to the unsteady Stokes equations

3 This approximation holds for filter length-scales that are of the order of–or larger than–the particle size, and when the gradients of the local undisturbed flow are 
7

relatively mild. Cases with high shear or very narrow filter radii, which are not considered in this manuscript, may require revisiting this choice of linearization.
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∇ ⋅𝐰′
𝑛,𝜀

= 0 , (46)

𝜌
𝜕𝐰′

𝑛,𝜀

𝜕𝑡
= −∇𝑝′

𝑛,𝜀
+ 𝜇∇2𝐰′

𝑛,𝜀
− K(‖𝐳 + 𝐘̃𝑛‖)𝐅𝑛 . (47)

It might seem that we have made a lot of stringent assumptions to reach the system of equations (46)–(47), but we shall see that its 
solution does a remarkably good job at approximating the transient evolution of the self-induced particle disturbance, even at finite 
particle Reynolds numbers.

3.2. Green’s function for the unsteady Stokes equations

Green’s function for the set of linear equations (46) and (47) is classically referred to as the transient Stokeslet operator and given 
as [43]

𝓼(𝐱, 𝑡) = 1
𝜇

(
∇2 −∇∇

)
b(‖𝐱‖, 𝑡) , (48)

where

b(𝑟, 𝑡) = 1
8𝜋

[√
4𝜈
𝜋𝑡

− 2𝜈
𝑟
erf

(
𝑟√
4𝜈𝑡

)]
, (49)

and with 𝜈 = 𝜇∕𝜌 the kinematic viscosity of the fluid. Owing to the radial symmetry of b, Eq. (48) also reads as

𝓼(𝐱, 𝑡) = 1
𝜇

(
h1(‖𝐱‖, 𝑡) + (𝐱⊗ 𝐱)h2(‖𝐱‖, 𝑡)) , (50)

where

h1(𝑟, 𝑡) =
1

8𝜋𝑟

[
𝑟2 + 2𝜈𝑡
𝑟𝑡
√

𝜋𝜈𝑡
exp

(
− 𝑟2

4𝜈𝑡

)
− 2𝜈

𝑟2
erf

(
𝑟√
4𝜈𝑡

)]
, (51)

h2(𝑟, 𝑡) =
1

8𝜋𝑟3

[
− 𝑟2 + 6𝜈𝑡

𝑟𝑡
√

𝜋𝜈𝑡
exp

(
− 𝑟2

4𝜈𝑡

)
+ 6𝜈

𝑟2
erf

(
𝑟√
4𝜈𝑡

)]
. (52)

The functions h1 and h2 are singular both in space, at 𝑟 = ‖𝐱‖ = 0, and in time, at 𝑡 = 0. The tensorial operator 𝓼 governs the flow 
response to a point-force impulse in the Stokes regime.

3.3. Approximate solution of the particle’s self-induced velocity disturbance

The solution to Eqs. (46) and (47) can be obtained analytically via convolution in space and time of the Green’s function given in 
Eq. (50) with the regularized momentum source in Eq. (47), leading to

𝐰′
𝑛,𝜀
(𝐳, 𝑡) = ∫

ℝ3

𝑡

∫
0

−K(‖𝐫 + 𝐘̃𝑛(𝜏)‖)𝐅𝑛(𝜏) ⋅ 𝓼(𝐳 − 𝐫, 𝑡− 𝜏) d𝜏 d𝐫 . (53)

Note that, in this equation, 𝐫 and 𝜏 are spatial and temporal integration variables, respectively. From the definition of the previously 
introduced coordinate change, we know that

𝐰′
𝑛,𝜀
(𝐳, 𝑡) =𝐰′

𝑛,𝜀
(𝐲 − 𝐘̃𝑛(𝑡), 𝑡) = 𝐯′

𝑛,𝜀
(𝐲, 𝑡) , (54)

therefore

𝐯′
𝑛,𝜀
(𝐲, 𝑡) = ∫

ℝ3

𝑡

∫
0

−K(‖𝐫 + 𝐘̃𝑛(𝜏)‖)𝐅𝑛(𝜏) ⋅ 𝓼(𝐲 − 𝐘̃𝑛(𝑡) − 𝐫, 𝑡− 𝜏) d𝜏 d𝐫 . (55)

With the variable change 𝐪 = 𝐫 + 𝐘̃𝑛(𝑡), this result also reads as

𝐯′
𝑛,𝜀
(𝐲, 𝑡) = ∫

ℝ3

𝑡

∫
0

−K(‖𝐪− (𝐘̃𝑛(𝑡) − 𝐘̃𝑛(𝜏))‖)𝐅𝑛(𝜏) ⋅ 𝓼(𝐲 − 𝐪, 𝑡− 𝜏) d𝜏 d𝐪 . (56)

Consistently with the time discretization of the volume-filtered governing equations, we can split [0, 𝑡] into 𝐾 time intervals [𝑡(𝑘) , 𝑡(𝑘+1) ]
8

and produce the following first-order approximation of the previous integral
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𝐯′
𝑛,𝜀
(𝐲, 𝑡) =

𝐾∑
𝑘=1

∫
ℝ3

⎡⎢⎢⎢⎣K
(‖‖𝐪− (𝑡− 𝑡(𝑘) )𝐯̃𝑛,𝜀‖‖)𝐅𝑛 (𝑡(𝑘) ) ⋅

𝑡(𝑘)

∫
𝑡(𝑘+1)

𝓼(𝐲 − 𝐪, 𝑡− 𝜏) d𝜏
⎤⎥⎥⎥⎦ d𝐪 . (57)

The time integral in Eq. (57) can now be derived analytically. Integrating the transient Stokeslet operator from 0 to 𝑡, we indeed 
obtain the persistent transient Stokeslet operator

𝓢(𝐱, 𝑡) =
𝑡

∫
0

𝓼(𝐱, 𝑠) d𝑠 = 1
𝜇

(
H1(‖𝐱‖, 𝑡) + (𝐱⊗ 𝐱) H2(‖𝐱‖, 𝑡)) , (58)

with

H1(𝑟, 𝑡) =

𝑡

∫
0

h1(𝑟, 𝑠) d𝑠 =
1

8𝜋𝑟

[
1 + 2

𝑟

√
𝜈𝑡

𝜋
exp

(
− 𝑟2

4𝜈𝑡

)
−
(
1 + 2𝜈𝑡

𝑟2

)
erf

(
𝑟√
4𝜈𝑡

)]
, (59)

H2(𝑟, 𝑡) =

𝑡

∫
0

h2(𝑟, 𝑠) d𝑠 =
1

8𝜋𝑟3

[
1 − 6

𝑟

√
𝜈𝑡

𝜋
exp

(
− 𝑟2

4𝜈𝑡

)
−
(
1 − 6𝜈𝑡

𝑟2

)
erf

(
𝑟√
4𝜈𝑡

)]
. (60)

Note that H1 and H2 are only singular in space at 𝑟 = ‖𝐱‖ = 0.
The 𝜀-weighted velocity disturbance, 𝐯′

𝑛,𝜀
, can thus be approximated as

𝐯′
𝑛,𝜀
(𝐲, 𝑡) =

𝐾∑
𝑘=1

𝐅𝑛 (𝑡(𝑘) ) ⋅
⎡⎢⎢⎣∫ℝ3

K
(‖‖𝐪− (𝑡− 𝑡(𝑘) )𝐯̃𝑛,𝜀‖‖)𝓢(𝐲 − 𝐪, 𝑡− 𝜏) d𝐪

⎤⎥⎥⎦
𝜏 = 𝑡(𝑘)

𝜏 = 𝑡(𝑘+1)

. (61)

The integral in Eq. (61) corresponds to the spatial convolution of 𝓢, Green’s function for the Stokes flow induced by a time-persistent 
point-source, with the filtering kernel K centered at the location (𝑡− 𝑡(𝑘) )𝐯̃𝑛,𝜀. Let us then introduce 𝓢K , Green’s function for the 
Stokes flow induced by a time-persistent point-source regularized with the kernel K,

𝓢K = K ⊛𝓢 . (62)

We also introduce 𝐘̃𝑛,𝑘, the solution to the transport equation

d𝐘̃𝑛,𝑘(𝑠)
d𝑠

= 𝐯̃𝑛,𝜀(𝐘̃𝑛,𝑘(𝑠), 𝑡(𝑘) + 𝑠) , (63)

subject to the initial condition 𝐘̃𝑛,𝑘(0) = 𝟎. The 𝜀-weighted velocity disturbance then reads as

𝐯′
𝑛,𝜀
(𝐲, 𝑡) =

𝐾∑
𝑘=1

𝐅𝑛 (𝑡(𝑘) ) ⋅
[
𝓢K

(
𝐲 − 𝐘̃𝑛,𝑘(𝑡− 𝑡(𝑘) ), 𝑡− 𝜏

)]𝜏 = 𝑡(𝑘)

𝜏 = 𝑡(𝑘+1) . (64)

Moving back to the original canonical frame of reference, it follows that

𝐮′
𝑛,𝜀
(𝐱, 𝑡) =

𝐾∑
𝑘=1

𝐅𝑛 (𝑡(𝑘) ) ⋅
[
𝓢K

(
𝐱 − 𝐗̃𝑛,𝑘(𝑡− 𝑡(𝑘) ), 𝑡− 𝜏

)]𝜏 = 𝑡(𝑘)

𝜏 = 𝑡(𝑘+1) , (65)

where 𝐗̃𝑛,𝑘 is the solution to

d𝐗̃𝑛,𝑘(𝑠)
d𝑠

= 𝐮̃𝑛,𝜀(𝐗̃𝑛,𝑘(𝑠), 𝑡(𝑘) + 𝑠) , (66)

subject to the initial condition 𝐗̃𝑛,𝑘(0) =𝐗𝑛(𝑡(𝑘) ).
In practice, this means that:

• The velocity disturbance induced by a particle is a function of all previous discrete instances of the feedback force associated 
with that particle (i.e., it is function of 𝐅𝑛(𝑡(𝑘) ), 𝑘 ∈ {1, … , 𝐾}).

• Each of the discrete force instances 𝐅𝑛(𝑡(𝑘) ) contributes to 𝐮′
𝑛,𝜀

in the form of a regularized transient Stokeslet “active” between 
𝑡(𝑘) and 𝑡(𝑘+1) , obtained via the multiplication of 𝐅𝑛(𝑡(𝑘) ) with the tensorial Green’s function operator 𝓢K .

• Each of these regularized transient Stokeslet contributions originates from a source-location 𝐗̃𝑛,𝑘 advected with the undisturbed 
flow from 𝑡(𝑘) onwards, where 𝑡(𝑘) is the time of introduction of the discrete feedback force.

The discrete setup of this model is illustrated in Fig. 4. Note that estimating the undisturbed velocity at each source-location 𝐗̃𝑛,𝑘

for its advection with Eq. (66) is tedious, complex to implement, and computationally expensive. Instead, in practice, we advect 
9

these sources with the filtered velocity, 𝐮̄𝜀 , rather than the undisturbed velocity, 𝐮̃𝑛,𝜀 . We have found this to have little effect on the 
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Fig. 4. Illustration of the time discretization of a particle’s trajectory, and of the transport of the Stokeslet contributions by the undisturbed flow.

accuracy of the model, while significantly reducing its complexity and computational cost. Moreover, the choice of advecting the 
sources with the undisturbed velocity is a direct result of the linearization of Eq. (39). With a different choice of linearization, it could 
be justified to formulate Eqs. (44) and (45) in a reference frame moving with the local filtered velocity instead of the undisturbed 
velocity. 

3.4. Approximating the Laplacian of the particles’ self-induced velocity disturbance

Applying the Laplacian operator to the expression in Eq. (50), it is straightforward to obtain Green’s function for the Laplacian of 
the transient Stokeslet, also referred to as the transient potential dipole,

𝓵(𝐱, 𝑡) = 1
𝜇

(
d1(‖𝐱‖, 𝑡) + (𝐱⊗ 𝐱) d2(‖𝐱‖, 𝑡)) , (67)

where

d1(𝑟, 𝑡) =
1

4𝜋𝑟3

[(
𝑟2 − 4𝜈𝑡

)
𝑟3

8𝜈2𝑡3
√

𝜋𝜈𝑡
exp

(
− 𝑟2

4𝜈𝑡

)]
, (68)

d2(𝑟, 𝑡) =
−3
4𝜋𝑟5

[
𝑟5

24𝜈2𝑡3
√

𝜋𝜈𝑡
exp

(
− 𝑟2

4𝜈𝑡

)]
. (69)

The functions d1 and d2 are singular both in space, at 𝑟 = ‖𝐱‖ = 0, and in time, at 𝑡 = 0. Following the exact same steps as in Section 3.3, 
we can derive an approximation of the Laplacian of the 𝜀-weighted velocity disturbance, which reads as

2 ′
𝐾∑

(𝑘)
[ (

̃ (𝑘)
)]𝜏 = 𝑡(𝑘)
10

∇ 𝐮
𝑛,𝜀
(𝐱, 𝑡) =

𝑘=1
𝐅𝑛 (𝑡 ) ⋅ 𝓛K 𝐱 −𝐗𝑛,𝑘(𝑡− 𝑡 ), 𝑡− 𝜏

𝜏 = 𝑡(𝑘+1) , (70)
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where

𝓛K = K ⊛𝓛 , (71)

and

𝓛(𝐱, 𝑡) =
𝑡

∫
0

𝓵(𝐱, 𝑠) d𝑠 = 1
𝜇

(
D1(‖𝐱‖, 𝑡) + (𝐱⊗ 𝐱) D2(‖𝐱‖, 𝑡)) . (72)

In the previous expression,

D1(𝑟, 𝑡) =

𝑡

∫
0

d1(𝑟, 𝑠) d𝑠 =
1

4𝜋𝑟3

[
1 +

𝑟
(
𝑟2 + 2𝜈𝑡

)
2𝜈𝑡

√
𝜋𝜈𝑡

exp
(
− 𝑟2

4𝜈𝑡

)
− erf

(
𝑟√
4𝜈𝑡

)]
, (73)

D2(𝑟, 𝑡) =

𝑡

∫
0

d2(𝑟, 𝑠) d𝑠 =
−3
4𝜋𝑟5

[
1 +

𝑟
(
𝑟2 + 6𝜈𝑡

)
6𝜈𝑡

√
𝜋𝜈𝑡

exp
(
− 𝑟2

4𝜈𝑡

)
− erf

(
𝑟√
4𝜈𝑡

)]
. (74)

Alternatively, an approximation of ∇2𝐮′
𝑛,𝜀

could also be obtained by directly applying a discrete Laplacian operator to the vector 
field 𝐮′

𝑛,𝜀
given by Eq. (65).

4. Special cases

In this section are discussed special cases of isolated particles for which the model proposed in Section 3.3 recovers well-known 
analytical solutions found in the literature.

4.1. Fixed source in quiescent flow

Let us consider the case in which:

• The Reynolds number associated with the evolution of the 𝑛th particle and its transfer of momentum is very small, i.e. the 
particle’s effect on the flow can be considered as that of a fixed momentum source in quiescent fluid;

• The particle feeds a constant force −𝐅𝑛 back to the fluid.

In such a case, the linearized equations governing the particle-induced flow disturbance, in the frame of reference attached to the 
particle, read as

∇ ⋅ 𝐯′
𝑛,𝜀

= 0 , (75)

𝜌
𝜕𝐯′

𝑛,𝜀

𝜕𝑡
= −∇𝑝′

𝑛,𝜀
+ 𝜇∇2𝐯′

𝑛,𝜀
− K (‖𝐲‖)𝐅𝑛 . (76)

The particle-induced, 𝜀-weighted velocity disturbance is thus given by

𝐯′
𝑛,𝜀
(𝐲, 𝑡) = −𝐅𝑛 ⋅𝓢K(𝐲, 𝑡) , (77)

which is simply the expression of the persistent, transient regularized Stokeslet centered at the location of the 𝑛th particle. As 𝑡 tends 
to infinity, we recover the expression of the steady regularized Stokeslet, as used for instance in [6,32].

4.2. Fixed source in steady uniform flow

Let us now consider the case in which:

• The particle’s effect on the flow can be considered as that of a fixed momentum source subject to uniform steady flow;
• The particle feeds a constant force −𝐅𝑛 back to the fluid, which is parallel to the undisturbed flow.

This corresponds, for instance, to the case of an isolated particle falling at terminal velocity in quiescent fluid. In such a case, the 
flow reaches a steady state for which the linearized equations governing the particle-induced disturbance, in the frame of reference 
attached to the particle, read as

∇ ⋅ 𝐯′
𝑛,𝜀

= 0 , (78)

𝜌𝐯̃𝑛,𝜀 ⋅∇𝐯′𝑛,𝜀 = −∇𝑝′
𝑛,𝜀

+ 𝜇∇2𝐯′
𝑛,𝜀

− K (‖𝐲‖)𝐅𝑛 . (79)
11

The particle-induced 𝜀-weighted velocity disturbance is thus given by
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𝐯′
𝑛,𝜀
(𝐲, 𝑡) = −𝐅𝑛 ⋅𝓞∞

K
(𝐲, 𝐯̃𝑛,𝜀) , (80)

where 𝓞∞
K

is the regularized Oseenlet operator obtained from the spatial convolution of K with the singular Oseenlet operator, 𝓞∞, 
as done in [6,32]. Fundamentally, the Oseenlet operator can be obtained by time convolution of the transient Stokeslet advected at 
constant velocity in the direction of the uniform flow [44]. Therefore, in the limit of infinitesimal steps 𝑡(𝑘+1) − 𝑡(𝑘) , the model provided 
in Eq. (64) converges towards the steady regularized Oseenlet as given in Eq. (80).

5. Numerics

In this section, we discuss the implementation of the model proposed in Eq. (65) and study its convergence.

5.1. Determining the amount of previous instances needing to be stored

Storing all previous forcing instances considered in the sum of Eq. (65) evidently generates untractable computational costs when 
simulating particle-laden flows containing a significant amount of particles. Owing to the asymptotic behavior of the tensorial operator 
𝓢K in time, however, it is clear that the most “recent” forcing instances are those mainly contributing to the particle-induced velocity 
disturbance, while the contributions of the “old” forcing instances become less and less significant as time increases.

For any monotonically decreasing radial kernel K, the operator 𝓢K will typically generate maximum velocity contributions at 
𝐱 = 𝟎, where

𝓢K(𝟎, 𝑡) = ∫
ℝ3

K(‖𝐲‖)𝓢(𝐲, 𝑡) d𝐲 = 

⎡⎢⎢⎣4𝜋𝜇
∞

∫
0

K(𝑟)
(
𝑟2H1(𝑟, 𝑡) +

𝑟4

3
H2(𝑟, 𝑡)

)
d𝑟
⎤⎥⎥⎦ . (81)

The scalar integral in Eq. (81),

𝒮K0
(𝑡) = 4𝜋

𝜇

∞

∫
0

K(𝑟)
(
𝑟2H1(𝑟, 𝑡) +

𝑟4

3
H2(𝑟, 𝑡)

)
d𝑟 , (82)

can generally be derived into a closed-form expression (see examples in Appendix A), and the ratio

𝜆K(𝑚) =
𝒮K0

(𝑚Δ𝑡) −𝒮K0
((𝑚− 1)Δ𝑡)

𝒮K0
(Δ𝑡)

(83)

then approximates the importance of the 𝑚th previous time instance relative to the most recent time instance in the discrete temporal 
convolution sum of Eq. (65). It can be shown that as 𝑚 goes to infinity, the ratio 𝜆K(𝑚) tends to zero as

𝜆K(𝑚) ∝
𝑚→∞

𝑚−3∕2 . (84)

For instance if K is chosen as the Gaussian filter 𝒢 of standard deviation 𝜎, as defined in Eq. (A.6), then

𝜆𝒢(𝑚) =
(
2(𝑚− 1)Δ𝑡∕𝜏𝜈 + 𝛽2

)−1∕2 − (
2𝑚Δ𝑡∕𝜏𝜈 + 𝛽2

)−1∕2
𝛽−1 −

(
2Δ𝑡∕𝜏𝜈 + 𝛽2

)−1∕2 , (85)

where 𝛽 = 𝜎∕𝓁, 𝜏𝜈 is the viscous time-scale associated with the filtering kernel defined as

𝜏𝜈 = 𝓁2∕𝜈 , (86)

and 𝓁 is the filter length-scale defined by Eq. (4). The ratio 𝜆𝒢 is plotted for different values of Δ𝑡∕𝜏𝜈 in Fig. 5. From this figure, it 
is clear that the smaller Δ𝑡∕𝜏𝜈 is, the more previous time instances must be stored to accurately estimate the self-induced velocity 
disturbance according to Eq. (65). When Δ𝑡 = 𝜏𝜈 , the 20th previous forcing instance in Eq. (65) accounts for approximately less than 
1% of the most recent forcing instance.

5.2. Computing the regularized transient Stokeslet/potential dipole tensorial operators

Deriving analytical expressions for the regularized transient Stokeslet and potential dipole tensorial operators, 𝓢K and 𝓛K , is 
tedious or often even simply impossible. Their discrete computation, on the other hand, presents several advantages:

• Its implementation is relatively straightforward;
• It enables an arbitrary choice of filtering kernel K;
• It naturally adapts to the finite spatial and temporal resolutions of the Eulerian variable fields (and therefore of the particle-

induced velocity disturbance generated by the numerical solution of the volume-filtered governing equations), if the same spatial 
resolution is used for the discrete convolution of the singular tensorial operators with the filtering kernel K, and the same temporal 
12

resolution is used for their sampling over time;
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Fig. 5. Importance of the 𝑚th previous time instance relative to the most recent time instance, in the discrete temporal convolution sum of Eq. (65).

• The discrete maps of the regularized tensorial operators can be computed once and for all in a pre-simulation step and stored in 
memory, resulting in a negligible cost overall;

• Using the symmetries of the filtering kernel and singular tensorial operators, the computational memory footprint of these 
solutions can be minimized.

We thus choose to discretely map, both in space and time, the regularized transient Stokeslet and potential dipole tensorial operators, 
𝓢K and 𝓛K . To that end, the singular tensorial operators, 𝓢 and 𝓛, and the filtering kernel, K, are spatially sampled on a grid of 
resolution Δ𝑥̂ before being spatially convoluted. The resulting discrete maps of the regularized transient Stokeslet and potential dipole 
tensorial operators are generated at discrete times that are either sampled uniformly or logarithmically in time. If Δ𝑥̂ is chosen smaller 
than the Eulerian grid resolution Δ𝑥, the regularized operators 𝓢K and 𝓛K are subjected to an additional spatial convolution with 
the top-hat kernel ℋ of radius 3

√
3∕4𝜋Δ𝑥, so as to match the regularization imposed by our second-order finite-volume discretization. 

As mentioned in Section 3, the singular tensorial operators 𝓢 and 𝓛 are regular in time, but singular in space at 𝐱 = 𝟎. With the 
aim to sample these two operators with (close to) second-order spatial accuracy, we employ the following strategy to calculate their 
discrete values at the sampling grid-points 𝐱𝑖 :

• If ‖‖𝐱𝑖‖‖ <Δ𝑥̂∕2,

𝓢⋆
𝑖
(𝑡) =𝓢ℋ̂(𝟎, 𝑡) , (87)

where ℋ̂ is the top-hat filter compact on the ball of radius 3
√
3∕4𝜋Δ𝑥̂. The quantity 𝓢ℋ(𝟎, 𝑡) is derived in Appendix A.1.

• Otherwise,

𝓢⋆
𝑖
(𝑡) =𝓢(𝐱𝑖, 𝑡) . (88)

A similar strategy is employed to spatially sample 𝓛. The filtering kernel K is spatially sampled in a similar manner as for the 
computation of 𝜀 or 𝐟 on the Eulerian grid. This discrete sampling and convolution process is illustrated in Fig. 6. Owing to the 
radiality of the filtering kernel K and the symmetries of 𝓢 and 𝓛, it is sufficient to map one diagonal and one off-diagonal component 
of each tensor 𝓢K and 𝓛K in the top-right quadrant of the two-dimensional real space. Examples of the resulting two-dimensional 
maps are given in Fig. 7. Although the discrete convolutions of 𝓢 and 𝓛 with K can be computed “naturally”, i.e. by calculating 
the convolution integrals with some numerical quadrature rule, the use of discrete Fourier transforms (DFT) can hugely speed up the 
process of generating the maps.4

In practice, after having generated the discrete maps, the following cases arise when interpolation 𝓢K(𝐱, 𝑡) or 𝓛K(𝐱, 𝑡) from them:

• If 𝐱 and 𝑡 are located within the spatial and temporal scopes of the maps, then we use quadri-linear interpolation from the maps;
• If 𝐱 is outside the spatial scope of the maps, then we use the approximations 𝓢K(𝐱, 𝑡) ≃𝓢(𝐱, 𝑡) and 𝓛K(𝐱, 𝑡) ≃𝓛(𝐱, 𝑡), since far 

away from the singularity, the regularized tensorial operators converge towards their singular equivalents (see, e.g., Fig. 8);
• If 𝑡 is outside the temporal scope of the maps and 𝐱 is within the spatial scope of the maps, we use the steady regularized tensorial 

operator (see, e.g., Eq. (90) for an expression of the steady tensorial operator regularized by the Wendland kernel).

4 The convolution theorem specifies that the convolution of two functions is obtained from the inverse Fourier transform of the product of their respective Fourier 
13

transforms; 𝜙 ⊛𝜓 = F−1 (F(𝜙) ⋅ F(𝜓)).
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Fig. 6. Schematic of the discrete convolution of the singular Stokeslet operator with the regularization kernel, highlighting the discrete sampling of the functions.

5.3. Spatial convergence

In this section, our aim is to assess the spatial convergence of the proposed model and, more generally, its performance at finite 
spatial resolution. To that end, we consider the spatial convolution of the singular, steady Stokeslet operator,

𝓢∞(𝐱) = 1
8𝜋𝜇‖𝐱‖

(
 + 𝐱⊗ 𝐱‖𝐱‖2

)
, (89)

with the Wendland kernel defined in Eq. (A.11). The corresponding regularized operator can be derived analytically [32,33], and 
reads as

𝓢∞
𝒲 (𝐱) =

[
𝓢∞ ⊛𝒲

]
(𝐱) = 1

8𝜋𝜇

(
H∞

1,𝒲 (‖𝐱‖) + (𝐱⊗ 𝐱)H∞
2,𝒲(‖𝐱‖)) , (90)

where

H∞
1,𝒲 (𝑟) =

⎧⎪⎨⎪⎩
−81𝑟7 + 400𝑟6𝛿 − 735𝑟5𝛿2 + 540𝑟4𝛿3 − 168𝑟2𝛿5 + 60𝛿7

15𝛿8
, if 𝑟 < 𝛿

1
𝑟
+ 𝛿2

15𝑟3
, if 𝑟 ≥ 𝛿

, (91)

H∞
2,𝒲 (𝑟) =

⎧⎪⎨⎪⎩
21𝑟5 − 100𝑟4𝛿 + 175𝑟3𝛿2 − 120𝑟2𝛿3 + 28𝛿5

5𝛿8
, if 𝑟 < 𝛿

1
𝑟3

− 𝛿2

5𝑟5
, if 𝑟 ≥ 𝛿

. (92)

The first diagonal component of these singular and regularized operators, along the 𝑥-axis, is shown in Fig. 8. Note that we recover the 
classical result that, at distances much larger than the length-scale associated with the convolution kernel, the regularized Stokeslet 
operator converges towards the singular Stokeslet,

lim‖𝐱‖→∞

(
𝓢∞

𝒲 (𝐱) −𝓢∞(𝐱)
)
= 0 . (93)

As described in Section 5.2, the proposed discrete execution of the spatial convolution between 𝒲 and 𝓢∞ requires their sampling 
on a grid of uniform spacing Δ𝑥̂. The discrete samples of 𝒲 are computed with the adaptive quadrature rule presented in [19]. 
The discrete samples of 𝓢∞ are computed as described in Section 5.2, in order to treat the singularity at 𝐱 = 𝟎. This means that the 
singular steady Stokeslet is sampled at 𝐱𝑖, the location of the 𝑖th sampling point, as follows:

𝓢⋆,∞
𝑖

=
⎧⎪⎨⎪⎩
 (4𝜋𝜇𝛼Δ𝑥̂)−1 if ‖‖𝐱𝑖‖‖ <Δ𝑥̂∕2

𝓢∞(𝐱𝑖) otherwise
, (94)

with 𝛼 = 3
√
3∕(4𝜋). Once 𝒲 and 𝓢∞ have been discretely sampled into 𝒲⋆ and 𝓢⋆,∞, the corresponding (discrete) regularized 
14

operator is obtained by computing the inverse DFT of the product of their DFTs.
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Fig. 7. Example of discrete maps for the regularized transient Stokeslet and potential dipole tensors at three different times 𝑡 ∈ {𝜏𝜈∕100, 𝜏𝜈 , 100𝜏𝜈}, and with K chosen 
as the Wendland polynomial kernel 𝒲, defined in Eq. (A.11), compactly supported on the ball of radius 𝛿. The length-scale 𝓁 is defined by Eq. (4). The time-scale 𝜏𝜈
is defined by Eq. (86). (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

In order to determine the order of spatial convergence of the proposed model, the relative error between the discrete regularized 
operator and its analytical counterpart is computed at 𝐱0 = 𝟎 (where both operators are diagonal, by construction). We consider two 
errors, defined as

EΔ𝑥̂ =
|||tr(𝓢⋆,∞

𝒲,0 ) − tr(𝓢∞
𝒲 (𝟎))||||||tr(𝓢∞

𝒲 (𝟎))||| , (95)

ĒΔ𝑥̂ =

||||tr(𝓢⋆,∞
𝒲,0 ) − tr(𝓢∞

𝒲,ℋ̂
(𝟎))

||||||||tr(𝓢∞
𝒲,ℋ̂

(𝟎))
||||

. (96)

The former error, EΔ𝑥̂, is the relative difference between the discrete regularized Stokeslet in the cell centered at 𝐱0 = 𝟎 and the exact 
corresponding regularized Stokeslet evaluated at 𝐱0. The latter error, ĒΔ𝑥̂, is the relative difference between the discrete regularized 
Stokeslet in the cell centered at 𝐱0 and an approximation of the average of the exact regularized Stokeslet in the cell centered at 𝐱0
(this average is estimated by convolution of the exact regularized Stokeslet with the top-hat kernel of radius 3

√
3∕4𝜋Δ𝑥̂). At high 
15

resolution (𝛿∕Δ𝑥̂ ≫ 1), we should expect both errors to exhibit a similar behavior, since the difference between the exact regularized 
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Fig. 8. Diagonal coefficient of the singular and regularized Stokeslet operators, along the 𝑥-axis. The regularization kernel is the Wendland kernel, 𝒲, defined in 
Eq. (A.11). The length-scale 𝓁 is defined by Eq. (4).

Fig. 9. In both graphs, the Wendland kernel defined in Eq. (A.11) is used as regularization kernel: (a) Relative errors between the discrete and analytical regularized 
steady Stokeslet operators, computed at the origin. The error is shown as a function of the ratio between 𝛿, the radius of the Wendland kernel’s support, and Δ𝑥, 
the spacing of the sampling grid for the discrete convolution; (b) Relative error between the discrete and analytical regularized Oseenlet operators, computed at the 
origin. The error is shown as a function of the ratio between the viscous time-scale of the kernel, 𝜏𝜈 , and Δ𝑡, the timestep used to discretize the temporal convolution 
integral.

Stokeslet evaluated at 𝐱0 and its average in the cell centered at 𝐱0 decreases as resolution increases. At low resolution (𝛿∕Δ𝑥̂ ≪ 1) 
we should expect both errors to behave differently: The error EΔ𝑥̂ should reach the asymptotic value of 1, since

lim
𝛿∕Δ𝑥̂→0

𝓢⋆,∞
𝒲,0 = 0 , (97)

while 𝓢∞
𝒲 (𝟎) =  (2𝜋𝛿𝜇)−1 ≠ 0. The error ĒΔ𝑥̂, on the other hand, should converge towards zero as 𝛿∕Δ𝑥̂ decreases. These behaviors 

are indeed verified by the results plotted in Fig. 9a.

5.4. Temporal convergence

In this section, our aim is to assess the temporal convergence of the proposed model. To that end, we consider the spatial convo-
16

lution of the singular, steady Oseenlet operator [43],
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Fig. 10. Ratio of the steady regularized Oseenlet and Stokeslet at the origin 𝐱 = 0 for the component aligned with the background flow velocity vector 𝐮̃. At low 
Reynolds number, this ratio is close to 1, meaning that the steady regularized Oseenlet and Stokeslet operators are identical. At high Reynolds number, this ratio 
becomes inversely proportional to the Reynolds number [6], meaning that the magnitude of the Oseenlet vanishes compared to the Stokeslet.

𝓞∞(𝐱) = 1
8𝜋𝜇

(
𝒬∞

1 (𝐱) − ∇𝒬∞
2 (𝐱)

)
, (98)

where

𝒬∞
1 (𝐱) =

2exp (−𝜉(𝐱))‖𝐱‖ , (99)

𝒬∞
2 (𝐱) =

1 − exp (−𝜉(𝐱))
𝜉(𝐱)

(
𝐱‖𝐱‖ − 𝐮̃‖𝐮̃‖

)
, (100)

𝜉(𝐱) = ‖𝐮̃‖‖𝐱‖− 𝐮̃ ⋅ 𝐱
2𝜈

, (101)

with the Wendland kernel defined in Eq. (A.11). Assuming that 𝐮̃ is aligned with 𝐞𝑥, the first diagonal component of the regularized 
Oseenlet operator, at 𝐱 = 𝟎, reads as [6,32]

𝓞∞
𝒲,𝑥𝑥

(𝟎) =
Ψ𝒲

(
Re𝛿

)
2𝜋𝛿𝜇

, (102)

where

Re𝛿 =
𝛿‖𝐮̃‖
𝜈

, (103)

𝛿 being the radius of the Wendland kernel’s support, and Ψ𝒲 is the function given by

Ψ𝒲 (𝑥) = 7
(
𝑥−1 − 6𝑥−2 + 30𝑥−3 − 120𝑥−4 + 360𝑥−5 − 720𝑥−6 + 720𝑥−7 (1 − exp (−𝑥))

)
. (104)

For vanishing Reynolds numbers,

lim
Re𝛿→0

Ψ𝒲
(
Re𝛿

)
= 1 , (105)

and one recovers the regularized steady Stokeslet solution derived in Appendix A.3,

lim
Re𝛿→0

𝓞∞
𝒲,𝑥𝑥

(𝟎) =𝓢∞
𝒲,𝑥𝑥

(𝟎) = 1
2𝜋𝛿𝜇

. (106)

The ratio Ψ𝒲 of the steady Oseenlet and Stokeslet operators regularized by the Wendland kernel, at the location of the origin 𝐱 = 𝟎, 
is plotted in Fig. 10 as a function of the Reynolds number Re𝛿 . Note that the ratio Ψ𝒢 corresponding to the regularization by the 
Gaussian kernel 𝒢, defined in Eq (A.6), has been derived by Balachandar et al. [6], and that its piecewise approximation based on 
Taylor series expansions that mitigates round-off errors is provided in [32].

Importantly for the current temporal convergence analysis and as mentioned in Section 4.2, it is possible to recover the singular 
steady Oseenlet operator by calculating the limit, as 𝑡→∞, of the time convolution of the singular transient Stokeslet operator, 𝓼, 
traveling with the velocity 𝐮̃ [44], i.e.,

𝓞∞(𝐱) = lim

𝑡

𝓼(𝐱 − (𝑡− 𝜏)𝐮̃, 𝑡− 𝜏) d𝜏 . (107)
17

𝑡→∞∫
0
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The regularized Oseenlet operator then reads as

𝓞∞
𝒲 (𝐱) = lim

𝑡→∞∫
ℝ3

𝑡

∫
0

𝒲(‖𝐱 − 𝐫‖)𝓼(𝐱 − (𝑡− 𝜏)𝐮̃, 𝑡− 𝜏) d𝜏 d𝐫 . (108)

Applying the same time discretization as in Section 3, this regularized operator can be approximated as

𝓞∞
𝒲 (𝐱) ≃𝓞∞

𝒲,Δ𝑡
(𝐱) =

∞∑
𝑘=1

[
𝓢𝒲(𝐱 − 𝐮̃(𝑘− 1)Δ𝑡, 𝜏)

]𝜏 =𝑘Δ𝑡

𝜏 =(𝑘−1)Δ𝑡
, (109)

where 𝓢𝒲 is the time-persistent transient Stokeslet operator regularized by the Wendland kernel. In the context of the volume-filtered 
modeling of particle-laden flow, this simply corresponds to the (somewhat conceptual) case of a fixed particle, subject to a uniform 
undisturbed flow 𝐮̃, and feeding a constant force back to the fluid. In order to study the temporal convergence of the model, we 
further approximate the previous equation as

𝓞∞
𝒲,Δ𝑡

(𝐱) =
𝐾∑

𝑘=1

[
𝓢𝒲(𝐱 − 𝐮̃(𝑘− 1)Δ𝑡, 𝜏)

]𝜏 =𝑘Δ𝑡

𝜏 =(𝑘−1)Δ𝑡
, (110)

where 𝐾 is chosen such that the regularized transient Stokeslet contributions for 𝑘 > 𝐾 are negligible. In Eq. (110), 𝓢𝒲 is interpolated 
from discrete maps that are generated by the process described in Section 5.2. We choose 𝐾 such that 𝐾Δ𝑡 ≃ 1000𝜏𝜈 and 𝛿∕Δ𝑥 = 100, 
so as to make sure that the error of the model is dominated by the time discretization, instead of the limited number of steps taken or 
the spatial resolution of the discrete maps. The width of the discrete maps is chosen equal to 10𝛿. Outside this scope, the regularized 
transient Stokeslet operator, 𝓢𝒲 , is approximated by its singular (analytical) counterpart, 𝓢, since the difference between these two 
operators vanishes far away from the singularity. Moreover, we choose Re𝛿 = 10 in order for the regularized Oseenlet operator, 𝓞∞

𝒲 , 
to differ greatly from the regularized Stokeslet operator, 𝓢∞

𝒲 . This latter choice of a finite Reynolds number is necessary because, in 
the limit of a vanishing Reynolds number, Eq. (109) provides an approximation of 𝓞∞

𝒲 that is independant of the value of Δ𝑡.
The error of the model due to time discretization is calculated as the relative error between the first diagonal component of the 

discrete regularized Oseenlet operator, as given by Eq. (110), and its analytical counterpart, given by Eq. (102),

EΔ𝑡 =
|||𝓞∞

𝒲,Δ𝑡,𝑥𝑥
(𝟎) −𝓞∞

𝒲,𝑥𝑥
(𝟎)||||||𝓞∞

𝒲,𝑥𝑥
(𝟎)||| . (111)

As expected from our use of a left-hand integration rule to estimate the convolution integral in Eq. (61), the results plotted in Fig. 9b 
confirm the first-order accuracy of our discrete time convolution.

6. Results

In this section, the model introduced in Section 3 is used to approximate the particle’s self-induced velocity disturbance – and 
therefore recover the undisturbed velocity associated with that particle – for cases of isolated particles with prescribed motion or 
freely evolving within the fluid. For ease of implementation, we neglect the unclosed terms 𝓤Re and 𝓤𝜇 , as well as 𝜕𝜀∕𝜕𝑡 in the 
volume-filtered governing equations. Thus, they simplify to

∇ ⋅ 𝐮̄𝜀 = 0 , (112)

𝜌

(
𝜕𝐮̄𝜀

𝜕𝑡
+∇ ⋅

(
𝐮̄𝜀 ⊗ 𝐮̄𝜀

))
= −∇𝑝̄𝜀 + 𝜇∇2𝐮̄𝜀 + 𝐟 , (113)

which correspond to the incompressible Navier-Stokes equations for the superficial velocity 𝐮̄𝜀 and pressure 𝑝̄𝜀, subject to a momentum 
source 𝐟 . Owing to this choice, we can use any conventional incompressible flow solver to test our model, the effect that the particles 
have on the flow only appearing in the form of the momentum source 𝐟 .

In the following subsections, the second-order finite-volume framework of Denner et al. [45] is used to solve the set of governing 
equations (112) and (113). The Wendland kernel 𝒲, defined in Eq. (A.11), is employed for the regularization of the momentum source 
and is therefore also considered for the production of the discrete regularized transient Stokeslet maps required by the proposed model. 
Unless specified otherwise, velocity is interpolated at the location of a particle using tri-linear interpolation, and no limit is set for the 
integer 𝐾 in Eq. (65). This means that all previous forcing time instances are considered for approximating the particle’s self-induced 
velocity disturbance at a given time. This choice has been made to showcase the full potential of the model, although having no limit 
for 𝐾 would naturally lead to untractable computational cost in the context of real large-scale particle-laden flows. In practice, a 
limit must be specified for 𝐾 based on computational cost and/or accuracy considerations (see Sections 5.1 and 6.4).

6.1. Fixed particle in uniform flow

In a first instance, we consider the case of a fixed particle subject to uniform flow with the constant velocity 𝐮̃. The particle 
18

Reynolds number is defined as
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Re𝑛 =
𝑑𝑛‖𝐮̃‖

𝜈
, (114)

where 𝑑𝑛 is the diameter of the particle. In each case, the fixed particle feeds back to the fluid a momentum contribution corresponding 
to the opposite of the steady drag force acting on the particle,

𝐟 = −3𝜋𝜇𝑑𝑛𝐮̃𝑓 (Re𝑛)𝒲(‖𝐱‖) , (115)

where 𝑓 (Re𝑛) is the Schiller and Naumann [10] empirical correction factor given as

𝑓 (Re𝑛) = 1 + 0.15Re0.687
𝑛

. (116)

The radius of the kernel’s support is chosen equal to 2 particle diameters, i.e., 𝛿 = 2𝑑𝑛. This corresponds to a filter length-scale 
𝓁 ≃ 0.8𝑑𝑛. For each simulation, the computational domain is chosen to be a cubic box with an edge-length equal to or greater than 
𝐿 = 100𝑑𝑛. The center of this domain coincides with the center of the fixed particle, and a constant mesh-spacing Δ𝑥 is applied over 
a distance of at least 3𝛿 on each side of the particle. Outside of this region, the mesh-spacing is stretched so as to avoid unnecessary 
computational costs. The following parameter space is considered for choosing Δ𝑥 and the fluid properties:

• 𝑑𝑛∕Δ𝑥 ∈ {1
8 , 

1
4 , 

1
2 , 1, 2, 4}

• Re𝑛 ∈ { 1
100 , 

1
10 , 1, 10, 100}

Finally, in order to resolve the entire transient evolution of the particle’s self-induced flow disturbance, the solver timestep is initially 
chosen as

Δ𝑡 =
𝜏⋆

1000
, (117)

where

𝜏⋆ =
𝓁2
⋆

𝜈
= 𝜏𝜈

(
𝓁
𝓁⋆

)2
, (118)

and

𝓁⋆ =max(𝓁,Δ𝑥
3
√
3∕8𝜋) . (119)

The modified viscous time-scale 𝜏⋆ accounts for the fact that the computational grid acts as a top-hat filter of equivalent radius 
Δ𝑥 3

√
3∕4𝜋, whose length-scale can become larger than 𝓁 at small 𝑑𝑛∕Δ𝑥 ratio. At the end of each time iteration, Δ𝑡 is increased by 

a factor 1.1 unless the CFL limit has been reached.
Figs. 11 and 12 show snapshots of the simulations once a steady state has been reached at Re𝑛 = 0.01 and Re𝑛 = 100, with 

𝑑𝑛∕Δ𝑥 = 4. The left columns show the observed velocity disturbance induced by the particle, obtained by subtracting the undisturbed 
velocity 𝐮̃ from the filtered velocity 𝐮̄ solution to the volume-filtered governing equations (112) and (113). The right columns show its 
reconstruction obtained with the proposed model of Eq. (65). As such, the left columns display results of the flow solver, whereas the 
right columns display discrete fields reconstructed from the sum of analytical transient regularized Stokelets contributions. Qualitative 
differences between the observed and reconstructed flow disturbances are hardly perceivable, suggesting that the proposed model 
estimates the particle’s self-induced velocity disturbance with good (qualitative) accuracy.

A quantitative analysis of the proposed model is shown in Figs. 13, 14, and 15. Fig. 13 displays the normalized velocity disturbance 
interpolated to the center of the particle at Re𝑛 = 0.01 and for 𝑑𝑛∕Δ𝑥 ∈ {1

8 ,
1
4 ,

1
2 ,1,2,4}. In the left plot, the disturbance is calculated 

as the difference between the 𝑥-components of the undisturbed velocity, 𝐮̃, and the filtered velocity, 𝐮̄, interpolated to the particle 
center. It is then normalized by the norm of the undisturbed velocity 𝐮̃. In the right plot, this value is corrected by further subtracting 
the velocity disturbance modeled by Eq. (65). The left and right plots therefore display the relative errors that would be made in 
the estimation of the fluid force acting on the particle when not using our model (left) and when using it (right). With infinite time 
and space resolution and in the limit of vanishing Reynolds number, our model should produce no error, which is illustrated by the 
limit-case (Re𝑛 = 0.01, 𝑑𝑛∕Δ𝑥 = 4) for which the relative error is about 0.2% at most. Fig. 14 displays the same normalized velocity 
disturbance interpolated to the center of the particle for 𝑑𝑛∕Δ𝑥 = 4 and at Re𝑛 ∈ { 1

100 ,
1
10 ,1,10,100}. Finally, Fig. 15 summarizes this 

study by showing the maximum error made with/without correction across the tested parameter space. Without correction, i.e., by 
interpolating the filtered velocity at the particle location to estimate drag, a maximum relative error of almost 75% can be made. 
When using our proposed model to correct this interpolated filtered velocity, the maximum relative error that is made is reduced to 
about 10% at most.

Several interesting observations can be made from Figs. 13, 14, and 15. First, it is clear that when no correction is applied, the 
magnitude of the particle’s self-induced velocity disturbance increases with the ratio 𝑑𝑛∕Δ𝑥 and decreases with increasing Reynolds 
number. This is a well-known result of the VF-EL literature [6,16,27,28,32]. Second, it is apparent that at high mesh resolution, 
our model’s bottom performance is reached for Re𝑛 around 10. As shown by the evolution of the coefficient Ψ𝒲 as a function of 
the Reynolds number (see Eq. (104)), the magnitude of the particle’s self-induced velocity disturbance decreases proportional to the 
19

inverse of the Reynolds number. The case Re𝑛 ∼ 10 thus corresponds to the “worst-case” scenario in which the magnitude of the 
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Fig. 11. Snapshots of the simulation of a fixed particle subject to uniform flow, once steady state has been reached at Re𝑛 = 0.01, with 𝑑𝑛∕Δ𝑥 = 4 and 𝛿 = 2𝑑𝑛 . The 
left column shows the observed velocity disturbance obtained as the solution of the volume-filtered governing equations (112) and (113) from which is subtracted the 
undisturbed velocity 𝐮̃. The right column shows its reconstruction obtained with the model proposed in Eq. (65).

Fig. 12. Snapshots of the simulation of a fixed particle subject to uniform flow, once steady state has been reached at Re𝑛 = 100, with 𝑑𝑛∕Δ𝑥 = 4 and 𝛿 = 2𝑑𝑛 . The 
left column shows the observed velocity disturbance obtained as the solution of the volume-filtered governing equations (112) and (113) from which is subtracted the 
undisturbed velocity 𝐮̃. The right column shows its reconstruction obtained with the model proposed in Eq. (65).

self-induced velocity disturbance is still relatively significant while non-linear effects are also important, therefore approaching the 
limits of our model built upon linearized governing equations.

6.2. Oscillating particle in uniform flow

We now consider the case of a particle subject to a prescribed oscillatory motion in a uniform flow with the constant fluid 
velocity 𝐮̃. This case aims to test the performance of our model for predicting the particle’s self-induced velocity disturbance in a 
highly transient environment where the resultant of the fluid forces acting on the particle is not aligned with the undisturbed flow 
velocity.

The numerical setup and considered parameter space are identical to those of Section 6.1. The main difference lies in the particle 
having a prescribed motion instead of being fixed. This prescribed motion is given as

𝐗𝑛(𝑡) = 5𝑑𝑛

⎡⎢ sin(4𝜔𝑡)
sin(4𝜔𝑡) cos(𝜔𝑡)

⎤⎥ , with 𝜔 = 𝜋‖𝐮̃‖
. (120)
20

⎢⎣ sin(4𝜔𝑡) sin(𝜔𝑡) ⎥⎦ 25𝑑𝑛
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Fig. 13. Relative error made in the estimation of the undisturbed velocity at the location of the fixed particle without (left) and with (right) the proposed modeled 
correction (using Eq. (65)). In this figure, the Reynolds number is fixed to Re𝑛 = 0.01 while 𝑑𝑛∕Δ𝑥 is varied in { 1

8
,
1
4
,
1
2
,1,2,4}.

Fig. 14. Relative error made in the estimation of the undisturbed velocity at the location of the fixed particle without (left) and with (right) the proposed modeled 
correction (using Eq. (65)). In this figure, the resolution is fixed to 𝑑𝑛∕Δ𝑥 = 4 while the Reynolds number is varied in { 1

100
,

1
10
,1,10,100}.

Fig. 15. Maximum relative error made in the estimation of the undisturbed velocity at the location of the fixed particle without (left) and with (right) the proposed 
modeled correction (using Eq. (65)). The values are taken inside the time interval [10−3,102] ×min(𝜏⋆, 𝓁⋆∕‖𝐮̃‖).
This corresponds to a period of oscillation, 𝑇 = 𝜋∕2𝜔, approximately varying between 0.02𝜏𝜈 and 200𝜏𝜈 across the chosen parameter 
space. The velocity of the particle is given as

𝐔𝑛(𝑡) = 5𝑑𝑛

⎡⎢ 4𝜔 cos(4𝜔𝑡)
4𝜔 cos(4𝜔𝑡) cos(𝜔𝑡) −𝜔 sin(4𝜔𝑡) sin(𝜔𝑡)

⎤⎥ . (121)
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⎢⎣4𝜔 cos(4𝜔𝑡) sin(𝜔𝑡) +𝜔 sin(4𝜔𝑡) cos(𝜔𝑡)⎥⎦
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Fig. 16. Snapshots of the volume-filtered simulation of a particle oscillating with a prescribed trajectory in a uniform flow with constant far-field velocity 𝐮̃ at the 
Reynolds number Re𝑛 = 𝑑𝑛‖𝐮̃‖∕𝜈 = 1. The Wendland filter 𝒲 defined in Eq. (A.11) is used with 𝛿 = 2𝑑𝑛 and with the resolution 𝑑𝑛∕Δ𝑥 = 4. These snapshots are taken 
at a simulation time 𝑡 ≃ 11∕3𝜔. The left column shows the particle’s self-induced velocity disturbance obtained by subtracting the undisturbed flow velocity ̃𝐮 from the 
filtered velocity 𝐮̄ solution to the volume-filtered governing equations. The right column shows the reconstruction of the particle’s self-induced velocity disturbance 
with the model proposed in Eq. (65). It also displays the stream of “Stokeslet sources” advected by the background flow and used by the model, which are colored in a 
gray scale according to the difference between the current time and their time of injection. The rows correspond, from top to bottom, to the 𝑥-, 𝑦-, and 𝑧-components 
of the velocity disturbance.

The particle feeds back to the fluid a momentum contribution corresponding to the opposite of the steady drag force acting on the 
particle,

𝐟(𝑡) = −3𝜋𝜇𝑑𝑛

(
𝐮̃−𝐔𝑛(𝑡)

)
𝑓 (Re𝑛)𝒲(‖𝐱 −𝐗𝑛(𝑡)‖) , (122)

where 𝑓 (Re𝑛) is the Schiller and Naumann [10] empirical correction factor given in Eq. (116). The solver timestep is chosen as the 
minimum between

Δ𝑡 =
𝑑𝑛

10‖𝐮̃‖ , (123)

and the timestep enforcing CFL = 0.1.
Figs. 16 and 17 show snapshots of the simulations at Re𝑛 = 1 and Re𝑛 = 10, with 𝑑𝑛∕Δ𝑥 = 4. The left columns show the components 

of the particle’s self-induced velocity disturbance obtained by subtracting the undisturbed velocity from the filtered velocity solution 
to Eqs. (112) and (113). They also show the projection of the particle’s trajectory in the (𝑥, 𝑦) plane up until the time at which the 
snapshot is taken. The right columns show the particle’s self-induced velocity disturbance reconstructed with the proposed model of 
Eq. (65). They also show the stream of transient Stokeslet sources that are advected by the background flow, colored by their time of 
injection relative to the current snapshot time. Qualitative differences between the velocity disturbance observed in the simulation 
and that estimated with the proposed model are hardly perceivable, indicating that an accurate recovery of the undisturbed velocity 
from the filtered flow is possible even in this highly transient case with significant inertial effects.

A quantitative analysis of the proposed model is shown in Figs. 18, 19, and 20. Similarly to the previous case of a fixed 
particle, Fig. 18 displays the normalized velocity disturbance interpolated to the center of the particle at Re𝑛 = 0.01 and for 
𝑑𝑛∕Δ𝑥 ∈ {1

8 ,
1
4 ,

1
2 ,1,2,4}. In the left column is plotted the norm of the difference between the undisturbed velocity, 𝐮̃, and the filtered 

velocity, 𝐮̄, interpolated to the particle center. It is then normalized by the maximum magnitude of the relative velocity between 
the particle and the undisturbed flow. In the right column, this value is corrected by further subtracting the velocity disturbance 
modeled by Eq. (65). The left and right plots therefore display the relative errors that would be made in the estimation of the fluid 
force acting on the particle when not using our model (left) and when using it (right). Fig. 19 displays the same normalized velocity 
22

disturbance interpolated to the center of the particle for 𝑑𝑛∕Δ𝑥 = 4 and at Re𝑛 ∈ { 1
100 ,

1
10 ,1,10,100}. Finally, Fig. 20 summarizes this 
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Fig. 17. Snapshots of the volume-filtered simulation of a particle oscillating with a prescribed trajectory in a uniform flow with constant far-field velocity 𝐮̃ at the 
Reynolds number Re𝑛 = 𝑑𝑛‖𝐮̃‖∕𝜈 = 10. The Wendland filter 𝒲 defined in Eq. (A.11) is used with 𝛿 = 2𝑑𝑛 and with the resolution 𝑑𝑛∕Δ𝑥 = 4. These snapshots are taken 
at a simulation time 𝑡 ≃ 4∕𝜔. The left column shows the particle’s self-induced velocity disturbance obtained by subtracting the undisturbed flow velocity 𝐮̃ from the 
filtered velocity 𝐮̄ solution to the volume-filtered governing equations. The right column shows the reconstruction of the particle’s self-induced velocity disturbance 
with the model proposed in Eq. (65). It also displays the stream of “Stokeslet sources” advected by the background flow and used by the model, which are colored in a 
gray scale according to the difference between the current time and their time of injection. The rows correspond, from top to bottom, to the 𝑥-, 𝑦-, and 𝑧-components 
of the velocity disturbance.

Fig. 18. Error made in the estimation of the undisturbed velocity at the location of the oscillating particle without (left) and with (right) the proposed modeled 
correction (using Eq. (65)), normalized by the maximum relative velocity between the particle and undisturbed flow. In this figure, the Reynolds number is fixed to 
Re𝑛 = 0.01 while 𝑑𝑛∕Δ𝑥 is varied in { 1

8
,
1
4
,
1
2
,1,2,4}. Four periods of oscillation of the particle are considered.

study by showing the maximum error made with/without correction across the tested parameter space. Without correction, i.e., by 
interpolating the filtered velocity at the particle location to estimate drag, a maximum normalized error of about 75% can be made, 
similarly to the case of a fixed particle. When using our proposed model to correct this interpolated filtered velocity, the maximum 
normalized error that is made is reduced to about 13%. This demonstrates that the proposed model is not only able to accurately 
reconstruct the particle’s self-induced velocity disturbance for a particle with constant velocity, but also in highly transient and inertia 
23

dominated environments.
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Fig. 19. Error made in the estimation of the undisturbed velocity at the location of the oscillating particle without (left) and with (right) the proposed modeled 
correction (using Eq. (65)), normalized by the maximum relative velocity between the particle and undisturbed flow. In this figure, the resolution is fixed to 𝑑𝑛∕Δ𝑥 = 4
while the Reynolds number is varied in { 1

100
,

1
10
,1,10,100}. Four periods of oscillation of the particle are considered.

Fig. 20. Maximum error made in the estimation of the undisturbed velocity at the location of the fixed particle without (left) and with (right) the proposed modeled 
correction (using Eq. (65)), normalized by the maximum relative velocity between the particle and undisturbed flow. The values are taken inside one period of 
oscillation of the particle.

6.3. Particle settling under the influence of gravity

We now consider the case of an isolated particle settling under the influence of gravity in a very large domain filled with quiescent 
fluid (i.e., the undisturbed velocity for this particle is 𝐮̃ = 𝟎). We only consider the steady drag force and the gravitational force acting 
on the particle. In such a case, Newton’s second law becomes

d𝐔𝑛(𝑡)
d𝑡

= −
𝐔𝑛(𝑡)
𝜏𝑛

+ 𝐠 , (124)

where 𝜏𝑛 is the particle time-scale given as

𝜏𝑛 =
𝜌𝑛𝑑

2
𝑛

18𝜇𝑓 (Re𝑛)
, (125)

and with Re𝑛 the Reynolds number of the particle defined as

Re𝑛 =
𝑑𝑛‖𝐔𝑛(𝑡)‖

𝜈
. (126)

Note that 𝑓 (Re𝑛) is again the Schiller and Naumann [10] empirical correction factor given in Eq. (116). The terminal velocity reached 
by the particle is given by

𝐔𝑛,∞ = lim
𝑡→∞

𝐔𝑛(𝑡) = 𝜏𝑛𝐠 . (127)

This case has been studied in the vast majority of papers that propose models for recovering the undisturbed velocity in volume-
averaged Euler-Lagrange simulations [e.g., 6,28,32]. In order to quantify the influence of transient effects in the development of the 
particle’s self-induced flow disturbance, we introduce a Stokes number based on the viscous time-scale of the regularization/filtering 
24

kernel, 𝜏𝜈 , defined in Eq. (86). This Stokes number reads as



Journal of Computational Physics 523 (2025) 113684F. Evrard, A. Chandran, R. Cortez et al.

St𝑛 =
𝜏𝑛

𝜏𝜈
=

𝜌𝑛𝑑
2
𝑛

18𝜌𝓁2𝑓 (Re𝑛)
. (128)

When St𝑛 ≪ 1, the rate at which the particle’s self-induced flow disturbance develops is slower than the rate at which the particle 
relaxes to its terminal velocity. Therefore, one should expect that it is critical for a model recovering the undisturbed velocity to 
account for transient effects, so as to accurately predict the time evolution of the particle. When St𝑛 ≫ 1, on the other hand, one 
should expect steady models as proposed in [6,32] to be sufficient for accurately predicting the evolution of the particle.

Fig. 21 displays the predicted settling velocity of the particle normalized by its terminal velocity. The Wendland kernel 𝒲 defined 
in Eq. (A.11) is used to regularize the momentum exchange term 𝐟 in Eqs. (112) and (113). The radius of the kernel’s support is chosen 
equal to two particle diameters, 𝛿 = 2𝑑𝑛, and the resolution 𝑑𝑛∕Δ𝑥 = 2 is employed in the vicinity of the particle. This corresponds to 
8 cells across the filter’s support. The flow solver timestep is chosen as Δ𝑡 =min(𝜏𝜈∕2, 𝜏𝑛∕20,Δ𝑥∕2‖𝐔𝑛,∞‖). The Reynolds number of 
the particle based on its terminal velocity is set to Re𝑛 = 0.1. Each row of Fig. 21 corresponds to a Stokes number St𝑛 ∈ {0.2,2,20}. 
Each column of Fig. 21 corresponds to a choice of operator for interpolating the fluid velocity at the location of the particle. In the left 
column, tri-linear interpolation is used. In the right column, the regularization kernel 𝒲 is used as interpolation kernel, as proposed 
in [32]. In each plot of Fig. 21, we report four results:

1. The “exact” velocity of the settling particle, predicted using the exact undisturbed velocity 𝐮̃ = 𝟎.
2. The velocity of the settling particle obtained when no correction is employed, i.e., the filtered fluid velocity 𝐮̄, solution to 

Eqs. (112) and (113), is used to approximate the undisturbed velocity 𝐮̃.
3. The velocity of the settling particle obtained when a steady correction is employed to approximate the undisturbed velocity 𝐮̃: 

With tri-linear interpolation, the steady correction of Evrard et al. [16] is used; With the interpolation kernel 𝒲, the steady 
correction of Evrard et al. [32] is used.

4. The velocity of the settling particle obtained when the model of Eq. (65) is used to approximate the particle’s self-induced velocity 
disturbance for recovering the undisturbed velocity 𝐮̃.

From Fig. 21, one can observe that the accuracy of a steady correction model such as proposed in [6,16,32] improves with 
increasing Stokes number (as defined per Eq. (128)). As expected, as well, applying no correction to the interpolated filtered fluid 
velocity leads to a large overestimation of the particle’s terminal velocity. Finally, for all Stokes numbers considered, the proposed 
transient model works as intended and approximates the transient evolution of the particle’s self induced velocity disturbance with 
high accuracy. This leads to a near-exact prediction of the particle’s terminal velocity, but also of the evolution of its velocity over 
time. These results are consistent with those obtained by Balachandar et al. [6] using a transient model with approximate treatment 
of unsteadiness.

To provide some illustrative context, a sand particle of diameter 𝑑𝑛 = 0.1 mm sedimenting in water would display, at terminal 
velocity, a Reynolds number Re𝑛 =(1) and a Stokes number St𝑛 =(0.1) according to the definitions of Eqs. (126) and (128). These 
conditions are close to those of the bottom row of Fig. 21, in which no correction led to a significant overestimation of the particle’s 
terminal velocity, while a steady correction led to its significant underestimation. Hence, the use of a transient model such as the 
one proposed in Eq. (65) for approximating the particle’s self-induced velocity disturbance may radically improve the accuracy of 
the simulation of particle-laden flows with such physical parameters.

6.4. Truncation of the forcing history

We have shown in Section 5.1 that the contribution of the 𝑚th previous forcing instance in the discrete time-convolution of Eq. (65)
decays proportional to 𝑚−2∕3. This means that the sum in Eq. (65) may be truncated without significantly affecting the accuracy of 
the model. We provide in Fig. 5 an estimation of the relative importance of the 𝑚th previous forcing instance relative to the most 
recent one, for a regularization with the Gaussian kernel and for a range of values of the ratio Δ𝑡∕𝜏𝜈 .

In this section, we consider the previously described case of settling particle with Re𝑛 = 0.1 and St𝑛 = 20, and gradually decrease 
the threshold beyond which previous forcing instances are discarded in the estimation the particle’s self-induced velocity distur-
bance. To be more precise, the terms of Eq. (65) for which 𝑡 − 𝑡(𝑘) > Υ are dropped in the estimation of 𝐮′. We consider the limits 
Υ∈ {∞,100,50,25,12.5,6.25} × 𝜏𝜈 . Note that for this specific case, the particle time-scale is 20 times the filter’s viscous time-scale, 
𝜏𝑛 = 20𝜏𝜈 .

Fig. 22, compares the particle velocity predicted using the truncated transient model correction to the exact particle velocity. As 
expected, reducing Υ – which amounts to reducing the amount of terms considered in the sum of Eq. (65) – leads to an error in the 
estimation of the particle’s self-induced velocity disturbance. In the extreme case we have considered, for which Υ = 6.25𝜏𝜈 , only 12
previous forcing instances are stored for estimating the particle’s self-induced velocity disturbance with Eq. (65). In this case, the 
particle’s terminal velocity is predicted with an error of about 10% while no correction at all leads to an error of about 75%.

Overall, the choice of truncating the forcing history of a given particle for estimating its self-induced velocity disturbance is one 
that balances the level of accuracy one wishes to reach with the computational costs one can afford. Truncating the sum in Eq. (65)
will reduce the computational cost and memory footprint of the model, but may results in undisturbed velocity predictions that 
are significantly erroneous. A transient correction model that considers as few as one or two previous forcing instances is better
than no correction at all, and exhibits a computational cost similar to that of a steady correction model. However, for certain flow 
configurations, such truncated transient model may not perform as well as the steady correction models previously proposed in the 
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literature [e.g., 6,32].
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Fig. 21. Velocity of a particle settling under the influence of gravity in the VF-EL framework, normalized by its terminal velocity. The Reynolds number of the 
particle, based on its terminal velocity, is Re𝑛 = 0.1. From top to bottom, the Stokes number of the particle, based on the viscous time-scale of the filtering kernel, is 
St𝑛 ∈ {20,2,0.2}. In the left column, velocity is interpolated at the particle location using tri-linear interpolation. In the right column, the filtering kernel is used as 
interpolation kernel too. Each plot reports the exact expected particle velocity, the particle velocity when no correction is applied to the interpolated filtered velocity, 
the particle velocity when the steady corrections of Evrard et al. [16] and Evrard et al. [32] are applied to the interpolated filtered velocity, and the particle velocity 
when the model of Eq. (65) is used to correct the filtered velocity.

7. Conclusions

This manuscript proposes a new model for recovering the undisturbed velocity associated with a particle in volume-filtered 
Euler-Lagrange simulations of particle-laden flows. This model is built upon the linearization of the equations governing the flow 
perturbation induced by a particle, whose solution can then be written in the form of a temporal and spatial convolution integral 
involving known analytical operators. These convolution integrals are discretized with first-order accuracy in time and second-order 
accuracy in space. The resulting approximate solution of the particle’s self-induced velocity disturbance is a linear combination of 
regularized transient Stokeslet contributions, and does not rely on any ad hoc or empirical parameter. The model accounts for the 
transient development of the velocity disturbance, is shown to provide accurate estimations at finite particle Reynolds numbers, and 
does not require the momentum feedback force and the particle’s relative velocity vector to be aligned, enabling the consideration of 
fluid forces other than the steady drag force.

The proposed model is first tested on VF-EL cases of particles with prescribed motion. These tests consider particle Reynolds 
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numbers spanning four orders of magnitude, and mesh resolutions ranging from 1 cell (PSI-CELL equivalent) to 16 cells across the 
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Fig. 22. Velocity of a particle settling under the influence of gravity in the VF-EL framework, normalized by its terminal velocity. The Reynolds number of the 
particle, based on its terminal velocity, is Re𝑛 = 0.1 and its Stokes number of the particle, based on the viscous time-scale of the filtering kernel, is St𝑛 = 20. Velocity is 
interpolated to the particle location using tri-linear interpolation. From top left to bottom right, the threshold beyond which previous forcing instances are discarded 
in the estimation the velocity disturbance is gradually decreased, from Υ =∞ to Υ = 6.25𝜏𝜈 . The particle velocity obtained using the (truncated) model of Eq. (65) to 
correct the filtered velocity is compared against the exact expected particle velocity.

filter support. Over these 60 test-cases, some of which display significant transient and inertial effects in the development of the 
particle’s self-induced flow disturbance, the proposed model consistently enables the recovery of the undisturbed velocity with a 
relative error on the order of a few percents. A maximum relative error of about 13% is obtained with the proposed model, whereas 
an error of up to 75% can be reached without any correction. The model is then tested on cases of particles settling under the influence 
of gravity, varying the Stokes number defined with respect to the viscous time-scale of the filter. The proposed model then consistently 
outperforms a steady correction model, and enables high-accuracy prediction of the particle’s velocity.

The high degree of accuracy of the proposed model comes at the cost of seeding and keeping track of fluid tracers along the 
trajectory of each particle. In order to keep the associated computational cost low, the discrete time convolution sum of Eq. (65) can 
be truncated. The choice of a threshold beyond which such truncation is applied is one that must balance available computational 
resources with the desired accuracy. It is also one that depends on the specificities of the case under consideration, especially on the 
27

ratio of the solver timestep over the viscous time-scale of the filter.
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Appendix A. Closed-form expressions of some regularized transient Stokeslet operators

A.1. Top-hat filter

Consider the top-hat radial filter kernel

ℋ(𝑟) = 3
4𝜋𝛿3

{
1 𝑟 < 𝛿

0 𝑟 ≥ 𝛿
. (A.1)

At 𝐱 = 𝟎, the convolution of the transient persistent Stokeslet tensor operator with ℋ yields the diagonal operator

𝓢ℋ(𝟎, 𝑡) = 𝒮ℋ0
(𝑡) , (A.2)

where 𝒮ℋ0
is defined as in Eq. (82),

𝒮ℋ0
(𝑡) = 4𝜋

𝜇

3
4𝜋𝛿3

𝛿

∫
0

(
𝑟2H1(𝑟, 𝑡) +

𝑟4

3
H2(𝑟, 𝑡)

)
d𝑟 . (A.3)

This reads as

𝒮ℋ0
(𝑡) = 1

4𝜋𝛿𝜇

(
1 −

(
1 − 2𝜈𝑡

𝛿2

)
erf

(
𝛿√
4𝜈𝑡

)
− 2

𝛿

√
𝜈𝑡

𝜋
exp

(
− 𝛿2

4𝜈𝑡

))
. (A.4)

The corresponding quantity for the steady regularized Stokeslet is given as

lim
𝑡→∞

𝒮ℋ0
(𝑡) = 1

4𝜋𝛿𝜇
. (A.5)

Note that this steady solution corresponds to the solution derived by Evrard et al. [16] in the limit of vanishing Reynolds number.

A.2. Gaussian filter

Consider the Gaussian filter kernel

𝒢(𝑟) = 1
(2𝜋𝜎2)3∕2

exp
(
−𝑟2

2𝜎2

)
. (A.6)

At 𝐱 = 𝟎, the convolution of the transient persistent Stokeslet tensor operator with 𝒢 yields the diagonal operator

𝓢𝒢(𝟎, 𝑡) = 𝒮𝒢0
(𝑡) , (A.7)

where 𝒮𝒢0
is defined as in Eq. (82),

𝒮𝒢 (𝑡) = 4𝜋 1
∞

exp
(
−𝑟2

)(
𝑟2H1(𝑟, 𝑡) +

𝑟4
H2(𝑟, 𝑡)

)
d𝑟 . (A.8)
28

0 𝜇 (2𝜋𝜎2)3∕2 ∫
0

2𝜎2 3
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This reads as

𝒮𝒢0
(𝑡) = 1

3𝜋
√
2𝜋𝜎𝜇

(
1 − 𝜎√

2𝜈𝑡+ 𝜎2

)
. (A.9)

The corresponding quantity for the steady regularized Stokeslet is given as

lim
𝑡→∞

𝒮𝒢0
(𝑡) = 1

3𝜋
√
2𝜋𝜎𝜇

. (A.10)

Note that this steady solution was derived by Balachandar et al. [6].

A.3. Wendland filter

Consider the compactly supported, polynomial Wendland filter kernel [31]

𝒲(𝑟) = 21
2𝜋𝛿3

{(4𝑟
𝛿

+ 1
)(

1 − 𝑟

𝛿

)4
𝑟 < 𝛿

0 𝑟 ≥ 𝛿
. (A.11)

At 𝐱 = 𝟎, the convolution of the transient persistent Stokeslet tensor operator with 𝒲 yields the diagonal operator

𝓢𝒲 (𝟎, 𝑡) = 𝒮𝒲 (𝑡) , (A.12)

where 𝒮𝒲0
is defined as in Eq. (82),

𝒮𝒲0
(𝑡) = 4𝜋

𝜇

21
2𝜋𝛿3

𝛿

∫
0

(4𝑟
𝛿
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1 − 𝑟

𝛿

)4
(
𝑟2H1(𝑟, 𝑡) +

𝑟4

3
H2(𝑟, 𝑡)

)
d𝑟 . (A.13)

This reads as

𝒮𝒲0
(𝑡) = 1
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exp
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(A.14)

The corresponding quantity for the steady regularized Stokeslet is given as

lim
𝑡→∞

𝒮𝒲0
(𝑡) = 1

2𝜋𝛿𝜇
. (A.15)

Note that this steady solution was derived by Evrard et al. [32].

Data availability

Data will be made available on request.
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